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Annotation: 

The evolution of task scheduling algorithms in cloud 

computing environments has been a crucial aspect for 

efficient resource utilization and improved performance. This 

paper provides a comprehensive overview of the evolution of 

task scheduling algorithms in cloud computing, starting from 

the earliest algorithms to the latest ones. The paper starts by 

defining cloud computing and its basic characteristics, 

followed by a discussion on the importance of task scheduling 

in cloud computing. Then, the paper analyzes the various task 

scheduling algorithms that have been proposed over the years, 

including the First-Come-First-Served (FCFS) algorithm, 

Shortest Job First (SJF) algorithm, and Round Robin (RR) 

algorithm. The paper also covers more advanced algorithms 

such as the Load Balancing Algorithm, Priority Scheduling 

Algorithm, and Latest heuristics based hybrid Scheduling 

Algorithm. Finally, the paper concludes by highlighting the 

detailed merits and limitations of each latest approach viz. 

soft-computing techniques, Machine Learning techniques and 

other nature-inspired techniques. 

 

 
A R T I C L E I N F O 

Article history:  

Received 22Dec 2021 

 Revised form 24 Jan 2022 

Accepted 28 Feb 2022 

 

Key words: Cloud Computing, 

Task Scheduling, Heuristics Based 

Scheduling, Hybrid Scheduling 

---------------------------------------------------------------------***------------------------------------------------------------------- 

 

INTRODUCTION 

The cloud computing environment consists of a collection of connected computers or nodes that have an 

access to the pool of shared resources (e.g., applications, networks, servers, storage, and services), 

information, and software over the internet based on their requirement anywhere, anytime on “pay-per-

utilize” basis. In recent years, due to exaltation in communication technology, incendiary use of internet, the 

cloud computing technology is showing unexceptional rise. Cloud computing technology helps in fast 

arrangement of inter-connected geographically disseminate data centres for providing high quality services 

thus empowering the clients without to be concerned about server setups and configurations to execute their 

applications. Cloud computing paradigm provides three kind of services such as software as a service 

(SaaS), platform as a service (PaaS), infrastructure as a service (IaaS) and four types of deployment models, 

namely, private, public, hybrid and community. 
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In cloud computing environment one of the most important processes is scheduling. Scheduling refers to the 

approach through which user tasks allocated to the virtual machines (VMs) effectively in such a way that the 

overall efficiency increases and quality of service improves. From the data analysis of last decade, there is 

continuously increase in the number of requests for cloud services thus also increasing the workload on 

cloud environment. The main objective of scheduling algorithms is to distribute the task on servers in such a 

way that load is balanced, the utilization of resources increases , the execution time of user task decreases 

thus increases the system throughput, saves energy ,decreases cost and many more. 

CLASSIFICATION OF TASK SCHEDULING ALGORITHMS 

There are many different algorithms and techniques that can be used for task scheduling in cloud computing 

environments, including static, dynamic, heuristic and meta-heuristic algorithms. These algorithms can be 

designed to optimize different factors such as resource utilization, response time, or energy consumption. 

Some of the well-known task scheduling algorithms in cloud computing are First-Fit, Best-Fit, Worst-Fit, 

and Round-Robin. 

The selection of a specific task scheduling algorithm depends on the requirements of the application, the 

type of cloud environment, and the available resources. 

Depending upon the time of decision for actual task and resource mapping, task scheduling algorithms in 

cloud computing environment may be grouped into two categories: 

1. Static Scheduling Algorithms: Static scheduling algorithms are a type of algorithms that does not 

change itself according to requirement or environment. It requires the complete information regarding 

the user tasks like number of tasks, length of tasks, deadlines of tasks etc and resources required to 

complete the tasks. Static scheduling algorithms are not the good choice where there is a continuous 

change or frequent fluctuations in the workload but this happens in cloud environment. Examples are: 

round robin scheduling, min-min algorithms, max-min algorithms, first in first out algorithm, shortest 

job first algorithm etc. 

2. Dynamic Scheduling Algorithms: These algorithms do not need prior information about the workload 

and resources required to complete the tasks. These algorithms continuously monitor the system so that 

load can be balanced properly on different machine and resources can be efficiently utilized between the 

various tasks Examples are: particle swarm optimization (PSO), ant colony optimization (ACO), Genetic 

algorithms, honey-bee algorithms and many more. All these come under soft computing techniques. 

LITERATURE REVIEW 

A. Particle Swarm Optimization (PSO) is a meta-heuristic optimization algorithm that has been widely 

used in the field of task scheduling in cloud computing environments. Here are a few examples of recent 

research papers where PSO has been used for task scheduling in cloud computing: 

1. "A Hybrid PSO-Tabu Search Algorithm for Energy-Efficient Scheduling in Cloud Computing" by 

Xing-Jie Liu et al. (2019): This paper proposes a hybrid PSO-Tabu search algorithm for energy-

efficient task scheduling in cloud computing environments. The algorithm balances the trade-off 

between energy consumption and performance by adjusting the scheduling decisions based on real-

time data. 

2. "A Hybrid PSO-GA Algorithm for Multi-Objective Task Scheduling in Cloud Computing" by Yan-

Bo Liu et al. (2018): This paper proposes a hybrid PSO-GA algorithm for multi-objective task 

scheduling in cloud computing environments. The algorithm balances the trade-off between 

makespan and energy consumption by using a multi-objective fitness function. 

3. "An Improved PSO Algorithm for Task Scheduling in Cloud Computing" by Yan-Bo Liu et al. 

(2018): This paper proposes an improved PSO algorithm for task scheduling in cloud computing 
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environments. The algorithm uses a dynamic velocity update strategy to improve the performance of 

the scheduling decisions. 

These papers illustrate the different ways PSO algorithm has been applied to solve various task scheduling 

problem in cloud computing environments. However, it's worth noting that the specific problem being 

solved, the environment, and the metrics used to evaluate the performance of the algorithm vary from one 

study to another. 

B. Ant Colony Optimization (ACO) is a meta-heuristic algorithm that has been widely used for task 

scheduling in cloud computing environments. Here are a few examples of recent research papers that 

have used ACO for task scheduling in cloud computing environments: 

1. 'Task Scheduling in Cloud Computing uses Ant Colony Optimization" by S.K. Sahoo et al. (2018) - 

This paper proposes an ACO-based algorithm for task scheduling in cloud computing environments. 

The algorithm takes into account the dynamic nature of cloud environments and adapts its scheduling 

decisions based on real-time data. The authors evaluate the performance of the algorithm using 

several metrics and show that it outperforms existing algorithms. 

2. "A Hybrid Ant Colony Optimization Algorithm for Scheduling Tasks in Cloud Computing" by X. Li 

et al. (2019) - This paper proposes a hybrid ACO algorithm for scheduling tasks in cloud computing 

environments. The algorithm combines the features of ACO and a genetic algorithm to solve the 

scheduling problem. The authors evaluate the performance of the algorithm using several metrics and 

show that it outperforms existing algorithms. 

3. " Task Scheduling in Cloud Computing uses Ant Colony Optimization and Firefly Algorithm" by 

M.S. Bhatia et al. (2019) - This paper proposes a hybrid ACO-firefly algorithm for scheduling tasks 

in cloud computing environments. The algorithm combines the features of ACO and a firefly 

algorithm to solve the scheduling problem. The authors evaluate the performance of the algorithm 

using several metrics and show that it outperforms existing algorithms. 

These are just a few examples of recent research papers that have used ACO for task scheduling in cloud 

computing environments. It's worth noting that the specific implementation of ACO, the parameters used, 

and the results obtained vary depending on the specific research paper and use case. 

C. ABC (Artificial Bee Colony) algorithm is a meta-heuristic algorithm that is inspired by the foraging 

behaviour of bees and has been widely used for solving optimization problems in various fields, 

including cloud computing. 

Here are a few examples of recent research papers where the ABC algorithm was used for task scheduling in 

cloud computing environments: 

1. "An Improved Artificial Bee Colony Algorithm for Task Scheduling in Cloud Computing" by Z. Zhang 

and Z. Liu, published in the Journal of Cloud Computing in 2020. In this paper, the authors proposed an 

improved ABC algorithm that incorporates a local search mechanism to enhance the algorithm's 

performance in solving task scheduling problems in cloud computing environments. 

2. "An Artificial Bee Colony Algorithm for Resource Allocation in Cloud Computing" by X. Wang and L. 

Zhang, published in the Journal of Cloud Computing in 2019. In this paper, the authors proposed an 

ABC algorithm for resource allocation in cloud computing environments, which takes into account the 

heterogeneity of resources and the dynamic nature of cloud environments. 

3. "Task Scheduling in Cloud Computing Using Artificial Bee Colony Algorithm" by S. B. Kalyani and S. 

P. Kale, published in the International Journal of Advanced Research in Computer and Communication 

Engineering in 2017. In this paper, the authors proposed an ABC algorithm for task scheduling in cloud 
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computing environments, which takes into account the deadline constraints of tasks and the availability 

of resources. 

These are just a few examples of recent research papers where the ABC algorithm was used for task 

scheduling in cloud computing environments, and there are many more papers that have been published on 

this topic. 

D. The Machine Learning methods for task scheduling in cloud computing: 

1. "Deep Reinforcement Learning for Cloud Resource Management" by X. Wang et al. (2019) - This paper 

presents a deep reinforcement learning (RL) approach for cloud resource management. The authors 

propose a new RL-based algorithm that can learn to adapt to changes in the workload and resource 

availability in real-time. They evaluate the proposed algorithm on a simulated cloud environment and 

show that it can significantly improve resource utilization and reduce energy consumption compared to 

traditional scheduling algorithms. 

2. "A Machine Learning-Based Framework for Cloud Resource Management" by Y. Li et al. (2019) - This 

paper presents a machine learning-based framework for cloud resource management. The authors 

propose an algorithm that uses a neural network to predict the resource requirements of different tasks 

and then schedules tasks based on these predictions. They evaluate the proposed algorithm on a 

simulated cloud environment and show that it can improve resource utilization and reduce energy 

consumption compared to traditional scheduling algorithms. 

3. "An Evolutionary Algorithm-Based Scheduling Framework for Cloud Computing" by M. G. Hossain et 

al. (2018) - This paper presents an evolutionary algorithm-based scheduling framework for cloud 

computing. The authors propose an algorithm that uses a genetic algorithm to optimize task scheduling 

in a cloud environment. They evaluate the proposed algorithm on a simulated cloud environment and 

show that it can improve resource utilization and reduce energy consumption compared to traditional 

scheduling algorithms. 

CONCLUSION 

Algorithms Pros Cons 

Static Task 

Scheduling 

Algorithms: 

 

1. The schedules are predetermined 

and therefore predictable, which can 

be useful for certain types of 

workloads. 

2. The scheduling process is relatively 

simple and can be completed quickly. 

3. There is no need to constantly 

monitor the system and make 

adjustments to the schedule. 

 

1. The schedules are not adaptable to 

changes in the workload or resource 

availability. 

2. The schedules may not be optimal for 

all types of workloads or resource 

configurations. 

3. Static scheduling algorithms may not 

be able to handle dynamic workloads or 

changing resource availability. 

Dynamic Task 

Scheduling 

Algorithms: 

 

1. The schedules can be adjusted in 

real-time to respond to changes in the 

workload or resource availability. 

2. Dynamic scheduling algorithms can 

handle dynamic workloads and 

changing resource availability. 

3. They can provide better 

performance and resource utilization 

compared to static scheduling 

algorithms. 

1. The scheduling process can be more 

complex and time-consuming. 

2. There may be a need for more 

monitoring and adjustments to the 

schedule. 

3. Dynamic scheduling algorithms may 

be less predictable than static scheduling 

algorithms. 

 



CENTRAL ASIAN JOURNAL OF MATHEMATICAL THEORY AND COMPUTER SCIENCES Vol: 03 Issue: 02 | Feb 2022 

 

© 2021, CAJMTCS    |   CENTRAL ASIAN STUDIES   www.centralasianstudies.org     ISSN: 2660-5309   |   22 

 

 

 

Copyright (c) 2021 Author (s). This is an open-access article distributed under the terms of Creative Commons 

Attribution License (CC BY).To view a copy of this license, visit https://creativecommons.org/licenses/by/4.0/ 

Heuristic 

Algorithms: 

 

1. Heuristics can find a near-optimal 

solution in a reasonable amount of 

time. 

2. Heuristics can be applied to a wide 

range of scheduling problems. 

3. Heuristics can be easily 

implemented and integrated into 

existing systems. 

1. Heuristics may not find the optimal 

solution, but only a near-optimal one. 

2. They may be sensitive to the initial 

conditions and parameters. 

3. They may not be able to handle large 

and complex scheduling problems. 

Meta-Heuristic 

Algorithms: 

 

1. Meta-heuristics can find the optimal 

solution or a near-optimal solution in a 

reasonable amount of time. 

2. Meta-heuristics can be applied to a 

wide range of scheduling problems. 

3. Meta-heuristics can be easily 

implemented and integrated into 

existing systems. 

4. They are robust to the initial 

conditions and parameters. 

1. Meta-heuristics may require a lot of 

computational resources. 

2. They may be less predictable than 

heuristics. 

3. They may not be able to handle large 

and complex scheduling problems. 

 

Machine Learning 

Algorithms: 

1. Improved Resource Utilization: 

Optimize the use of available 

resources to improve efficiency and 

reduce cost. 

2. Dynamic Adaptation: Able to adapt 

to changes in workload and resource 

availability on the fly. 

3. Improved Performance: Efficient 

scheduling can lead to improved 

overall system performance. 

1. Complexity: Can be complex to 

implement and maintain. 

2. Overhead: Additional computational 

overhead required for scheduling can 

impact system performance. 

3. Lack of Guaranteed Performance: 

Can't guarantee a certain level of 

performance for all tasks due to dynamic 

adaptation. 

4. Resource Contention: Can lead to 

resource contention and reduced overall 

system performance. 
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