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INTRODUCTION. Mathematical model-linear regression equation of experimental results of regression
analysis in statistical data processing using the least-squares method and evaluation of the quality, adequacy,
and value of regression coefficients of these models were considered [5,8,9]. In solving these problems, the
model is based on the formula for approximation of the average error in the assessment of quality, the
adequacy of the model-regression equation from Fisher's F-criterion, and the value of regression coefficients
from the student’s criterion. In solving all these problems, methods and programs in the Maple system were
used [ 1,2,3,7,8,9,10,11].

MAIN PART. The results of the experiments to determine the relationship between the number of products
sold as a result of observations and the amount x spent on its advertising should be as follows.

x |15 |401]50 |70 |85 |10.0 |11.0 | 125
y |50 |45[70]65(95 |90 |11.0 |19.0

To determine the linear regression equation of this relationship, we construct the following system based on
the method of small squares [12]:
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From the system of equations, we find the unknowns a and b as follows:
n n n n n n n
nzxiyi_zxizyi ZXiZ'ZYi_ZXi'ZXi Yi
a= i=1 i=1 i=1 =l i=1 i=1 i=1
B n n 2 ! - n n 2
aniz—(inj aniz—(in]
i=1 i=1 i=1 i=1

Based on the findings a and b , we write the regression equation as follows [4]:
y=ax+Db.

(2)

Statistical evaluation of the found model-linear regression equation.

1. Model quality assessment. An average approximation error is determined to assess model quality. We
determine the average deviation (approximation) of the calculated data from the actual data by the following
formula:

A-ly

nii

Y, — Vi

Vi

The smaller these deviations are, the closer the values found are to the theoretical values. This indicates the
quality-efficiency of the model. The fact that the average error is in the range of 8-10%, or does not exceed
12-15% rest, determines the quality of the model.

-100%.

2. Assessment of model adequacy. We determine the adequacy of the regression equation on the basis of
Fisher's F -criterion by the following formula:

S_Z
F= S_Zy
qold
= NN 1( & . ). . — 13 N2 :
where S =k— Zyl. = Zyl. is total variance, S, :k_z(yi - y) is residual variance. The
1\ i=L n\ iz 2 i=1

regression equation Y determines how many times the experimental results are better than the average. We

find it from the ratio of the above variances. The value of this criterion F is compared with the value of the
tab F (a, ki, ko) in the application table , where a is value, ki = n-1, ko = n-m-1 degrees of freedom, n is the
number of experiments, m is the number of parameters corresponding to X .

In this case:

-the result of the calculation is F> Fan , the regression equation found is adequate (statistical value);
-if F <Fuwb , the regression equation is not adequate.

3. Assessment of the significance of regression coefficients.

According to the student criterion, the coefficients a and the values of b are their random errors m, and We
evaluate on the basis of comparison with mp .

a b
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where is the S_qzold :ﬁz(yi _ y)z residual variance and o = \/%inz _( % ZX‘J the standard
- i=1 i=1

m

i=1
deviation. These ta, tn S are subject to the Student's distribution according to the degree of freedom v=n-2.
From the distribution table constructed for the student criterion, we find the critical value as t=t (&, v ):

1) If t 2> tkr, the parameter a statistically valuable, otherwise not valuable;
2) if tp> tr, parameter b statistically valuable, otherwise not valuable.

Now, in finding the solution to the problem of determining the quality, adequacy, value of the coefficients of
the linear regression equation (model) found on the basis of the table compiled on n = 8 observations,
directly below Maple program.

Maple software

The straight-line connection is based on the above rule:

> restart; with (stats):

> Digits: = 5:

Experimental results:

> x1:=1.5: x2:=4: x3:=5: x4:=7: X5:=8.5: x6:=10:

X7:=11: x8:=12.5:

>y1:=5:y2:=4.5: y3:=7: y4:=6.5: y5:=9.5: y6:=9:
y7:=11:y8:=9:

Random quantities:

> X:=Vector ([x1,x2,x3,x4,x5,x6,X7,x8],

datatype = float):

> Y:=Vector([yl,y2,y3,y4,y5,y6,y7,y8],

datatype = float):

Determination of linear coefficients and equations of random variables:
>n: =8:

> SX: = add (X i], i = 1..n);sx := 59.500

> SY: =add (Y [i], i = 1..n);Sy := 61.500

> SXX: =add (X [i] ™ 2,i=1..n);sxx := 541.75
>SYY:=add (Y [i] ™ 2,i=1.n);svy = 509.75

>SXY: =add (X [i]* Y [i], i = 1..n);sxYy := 510.25
Determining the coefficients of the straight-line connection equation (2) :
> ab:=solve({a*SX+n*b=SY, a*SXX+b*SX=SXY}, {a,b});
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ab = {a=0.53260,b=3.7263}

Determine the equation of a straight line connection :

> yt:=ab[1]*x+ab[2];

yt = xa+ b=0.53260x + 3.7263

>a:=.532; b:=3.726;4 == 0.532 b= 3.726

Straight line values and sum:

> Yt:={seq(@*X[i]+b, i = 1..n)};

Yt := {4.5240, 5.854, 6.386, 7.450, 8.2480, 9.046, 9.578, 10.376}

> SXY2:=add((Y[i]-a*X[i]-b)"2, i=1..n) ;

SXY2 := 8.8245

Average deviations and sum of experimental values from a straight line connection:
> A:=seq(abs((Y[i]-a*X[i]-b)/Y[i]), i=1..n):

A:=evalf(%,4)*100;

A = 9.49900, 30.1400, 8.73100, 14.6700, 13.1300, 0.570000, 12.8700, 15.3600

> SA:=add(abs((Y[i]-a*X[i]-b)/Y[i]), i=1..n)*100;

SA = 104.90

We create a table to determine the values corresponding to the following variables and their sum:
> print("X[i], Y[I1,X[[]7°2, Y[i]™2,X[i]*Y[i], Yt=a*X[i]+b, (Y[i]-Y1)*2,A[i]*%"");
"X[i], Y[i], X[i]"2, Y[i]"2, X[i]*Y[i], Yt=a*X[i] +b, (Y[i]-Yt)"2, A[i]*%"

> u:=array(1..9,1..8):

> foritondoforjtondo

uli,1]:=X[i]; u[i,2]:=Y][i]; ul[i,3]:=X[i]"2;

uli,4]:=Y[i]™2; u[i,5]:=X[i]*Y[i]; u[i,6]:=a*X[i]+b;

ufi, 7]:=(Y[i]-a*X[i]-b)"2; u[i,8]:=A[i];

u[n+1,1]:=SX; u[n+1,2]:=SY; u[n,6]:=a*X[i]+b;

u[n+1,6]:="-"; u[n+1,3]:=SXX; u[n+1,4]:=SYY;
u[n+1,5]:=SXY; u[n+1,7]:=SXY2; u[n+1,8]:=SA;
od; od;

> evalf(evalm(u),4);
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[ 15000 5. 22500 25. 7.5000 4.5250 0.22558 9.4990 |
4. 45000 16. 20250 18. 5.8563 1.8396  30.140
5. 7. 25. 49, 35 63888 0.37356 8.7310
7. 65000 49. 42.250 45.500 7.4538 0.90973 14.670
8.5000 9.5000 72.250 90.250 80.750 8.2526 1.5561  13.130
10. 9. 100. 81.  90. 9.0513 0.0026317 0.57000
11, 11. 121 121. 121. 9.5838 2.0056 12.870
12500 9. 15625 81. 112.50 10.383 19114 15.360
59.500 61.500 541.75 509.75 510.25 -  8.8242  104.98

We use the values of these variables and the sum of the last row to make a linear relationship in the
statistical estimates:

1) The effectiveness of the found link:

> At:=add(abs((Y[k]-a*X[k]-b)/Y[K]),k=1..n)/n;

At == 0.13112

> At:=At*100;4¢ := 13.112

Mean deviation of values found experimentally with regression correlation: 13.12%.

Error is not greater than 12-15%, the structured link model is a good modulus and allows the calculations
to be evaluated (predicted) in advance.

2) Assess the adequacy of the connection:

n-number of experiments and ki, ko degrees of freedom:
>n:=8.: m:=1:

> kl:=n-1; k2:=n-m-1; k/ := 7. k2 == 6.

General variance:

> S2y:=(SYY-SY"2/n)/K1; s2y == 5.2814

Residual dispersion:

> S2qol:=add((Y[K]-a*X[K]-b)"2, k=1..n)/K2;

S2qol = 1.4708

F-Fisher Criterion:

> F:=S2y/S2qol; F = 3.5908

According to the Fisher table Ftab (a, k1, k2) = Ftab (0.05,7,6) = 4.21
> Ftab:=4.21: #F <Ftab linear connection is adequate
3) Evaluation of the value of regression coefficients:
Find the random error of the coefficients:

> sigma[x]:=sqrt(SXX/n-(SX/n)"2); c_:= 3.5218

> ma:=S2qol/(sigma[x]*sqrt(n)); ma := 0.14766
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> mb:=S2qol*sqrt(SXX)/(n*sigma[x]); mb := 1.2151

We evaluate the value of the regression coefficients found by their random error according to the Student
Criterion:

> a: = 5325984252; b: = 3.726299213;
a = 0.5325984252 b := 3.726299213
> ta:=a/ma; 1 = 3.6069

> th:=b/mb;  := 3.0667

From the distribution table (appendix) according to the Student's criterion, we obtain the critical value: tkr
=t(a,v)=t(a,n-2)=1(0.05 6)=245

In this case, we see that the coefficients a and b are statistically significant, since ta>tk, tb >tir:
> tkr:=2.45:

> ta-tkr > 0; 0 < 1.1569

> th-tkr > 0; 0 < 0.6167

We construct a graph of this linear connection model.

> restart;

> with (stats): with (plots):

> x1:=1.5: x2:=4: x3:=5: x4:=7: x5:=8.5: x6:=10: x7:=11: x8:=12.5:

>y1:=5:y2:=4.5: y3:=7: y4:=6.5: y5:=9.5: y6:=9: y7:=11: y8:=9:

> r2:= rhs(fit[leastsquare[[x,y],y=a*x+b,{a,b}]([[x1, x2,x3,x4,x5,x6,X7,x8],[y1,y2,y3,y4,y5,y6,y7,y8]]));
r2 = 0.5325984252 x + 3.726299213

> Plot ([r2,[[x1,y1], [x2,y2], [x3,y3], [x4,y4], [x5,y5], [x6,y6], [x7,y7],[x8,y8]]], x=1..13, 4..12, style=
[line,point], color=[blue,red], thickness=3, symbol=BOX, symbolsize=30); (Figure 1.)

13;

Figure 1.

CONCLUSION. Hence, the linear relation model found by the small squares method is completely
adequate to Fisher's F-test, and we find that all its coefficients are valuable. We have seen that accurate, fast,
and high-quality results can be obtained using the Maple program to determine the structure and
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effectiveness of a model found to draw conclusions and make decisions based on the results of a given
experiment.
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