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Abstract 

This article presents an algorithm for translating texts in 

images taken with a smartphone. The algorithm involves 

image preprocessing, text localization, text extraction, optical 

character recognition (OCR), and language translation. It 

utilizes advanced techniques such as Stroke Width Transform 

(SWT), OCR algorithms, and statistical machine translation 

models. The algorithm enables real-time and accurate 

translation, bridging language barriers and enhancing cross-

language communication. 
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The rapid advancement of smartphone technology has transformed these handheld devices into powerful 

tools that can perform a wide range of tasks. One such task is the translation of texts found within images 

captured by smartphones. This article delves into the intricacies of an algorithmic approach specifically 

designed for translating text from images using a smartphone. By combining the power of image processing, 

OCR, and language translation techniques, this algorithm enables users to effortlessly understand and 

communicate across language barriers [1]. 

The algorithm presented here leverages mathematical formulas to enhance the accuracy and efficiency of the 

translation process. Additionally, a clear and comprehensive representation of the algorithm is provided 

through a step-by-step block diagram. By following this algorithm, users can unlock the potential of their 

smartphones to access and comprehend multilingual information without the need for manual translation or 

specialized language skills [2-6]. 

The algorithmic process begins with image preprocessing, where the captured image is optimized to improve 

text extraction. This involves converting the image to grayscale, enhancing contrast, and applying techniques 
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such as histogram equalization or contrast stretching. These steps ensure that the text within the image stands 

out and is easily distinguishable for further processing. 

Next, the algorithm moves into the text localization phase. By employing advanced text detection algorithms 

like the SWT or Connected Component Analysis (CCA), the algorithm identifies and isolates the regions of 

the image that contain text. This localization step lays the foundation for precise and accurate text extraction 

[7-10]. 

Once the text regions are identified, the algorithm proceeds to the text extraction stage. Here, sophisticated 

techniques such as character segmentation are employed to separate individual characters or words within 

the localized text regions. Morphological operations like erosion and dilation are utilized to refine the text 

regions, ensuring optimal segmentation accuracy. 

Following successful text extraction, the algorithm incorporates OCR techniques. OCR algorithms utilize 

mathematical formulas and pattern recognition models to convert the visual representation of the text into 

machine-readable text. This process involves the analysis of individual characters and words, extracting their 

features, and matching them against known patterns. 

The final step of the algorithm is language translation. Recognized text is fed into a language translation 

module that employs statistical machine translation models, such as Neural Machine Translation (NMT), to 

convert the extracted text from the source language to the target language. These models utilize complex 

mathematical formulas to calculate the probabilities and generate accurate translations [11-17]. 

This article presents an algorithmic approach to translating text from images using mathematical formulas 

and a step-by-step block diagram representation. 

Algorithm for Translation of Texts in Images: 

Step 1: Image Preprocessing 

Input: Image containing text to be translated 

Convert the image to grayscale: 

The grayscale conversion formula for an RGB image is: 

0.2989* 0.5870* 0.1140*Gray Red Green Blue    

Here, Red, Green, and Blue are the pixel values of the corresponding color channels in the RGB image. 

Apply histogram equalization: 

Histogram equalization enhances the contrast of the image by redistributing the intensity values. The 

formula for histogram equalization is: 

           * 1 / * 1H v round CDF v CDF min L M N     

Where: 

 H v  is the new intensity value of pixel v . 

 CDF v  is the cumulative distribution function, representing the sum of frequencies up to intensity v . 

 CDF min  is the minimum value of the cumulative distribution function. 

L  is the total number of possible intensity levels (typically 256 for 8-bit images). 

M  is the number of rows in the image. 

N  is the number of columns in the image. 



CENTRAL ASIAN JOURNAL OF MATHEMATICAL THEORY AND COMPUTER SCIENCES       Vol: 04 Issue: 08 | Aug 2023     
 

© 2023, CAJMTCS       |     CENTRAL ASIAN STUDIES   www.centralasianstudies.org          ISSN: 2660-5309        |        56 

 

Apply contrast stretching: 

Contrast stretching expands the intensity range of the image to enhance the differences between the dark and 

bright regions. The formula for contrast stretching is: 

     * 1 /Output Input min L max min     

Where: 

Input is the original pixel intensity value. 

min  is the minimum intensity value in the image. 

max  is the maximum intensity value in the image. 

L  is the total number of possible intensity levels (typically 256 for 8-bit images). 

These mathematical formulas demonstrate the conversion of the image to grayscale and the application of 

histogram equalization or contrast stretching techniques for image enhancement. By implementing these 

formulas within the algorithm, the text within the image can be made more distinct and easier to extract for 

further processing. 

Step 2: Text Localization 

The Stroke Width Transform algorithm aims to detect and localize text regions by analyzing the variation in 

stroke widths within an image. 

a. Compute the gradient magnitude and gradient direction of the grayscale image. 

2 2( , ) ( )G x y x y   
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b. Perform non-maximum suppression to thin the edges and keep only the local maxima of the gradient 

magnitude. 

Suppressed(x, y) = G(x, y) if G(x, y) >= G(x1, y1), G(x, y) >= G(x2, y2) else 0. 

c. Compute the stroke width map by connecting the local maxima along the gradient direction. 

SWT(x, y) = Infinity if Suppressed(x, y) is a local maximum else 0 

d. Filter out the noisy and non-text regions based on stroke width consistency and morphological operations. 

Connected Component Analysis (CCA): 

The Connected Component Analysis algorithm aims to identify and localize text regions based on connected 

components within the image. 

a. Threshold the image to obtain a binary image. 

Binary(x, y) = 1 if Pixel(x, y) >= Threshold else 0 

b. Label connected components using a labeling algorithm (e.g., two-pass algorithm). 

Label(x, y) = Connected Component ID 

c. Analyze the connected components based on their characteristics (e.g., size, aspect ratio) to filter out non-

text regions. 

These mathematical formulas represent the computation and analysis steps involved in text localization 

using the SWT and Connected Component Analysis (CCA) algorithms. By implementing these formulas 
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within the algorithm, text regions within the image can be accurately identified and localized, enabling 

further extraction of individual characters or words. 

Step 3: Text Extraction 

Character Segmentation: 

Character segmentation aims to separate individual characters or words within the localized text regions, 

allowing for further processing and recognition. 

a. Apply morphological operations (e.g., erosion and dilation) to refine the text regions and enhance the 

segmentation accuracy. 

b. Use techniques such as connected component analysis or contour-based methods to identify and extract 

individual characters or words. 

Morphological Operations: 

Morphological operations, such as erosion and dilation, are commonly used in text extraction to refine the 

text regions and improve the accuracy of character segmentation. 

a. Erosion: 

Eroded(x, y) = min(Pixel(x, y), StructuringElement) 

b. Dilation: 

Dilated(x, y) = max(Pixel(x, y), StructuringElement) 

In the above formulas, Pixel(x, y) represents the pixel value at coordinates (x, y) in the image. 

StructuringElement refers to a predefined neighborhood or kernel used for the erosion or dilation operation. 

These operations can help remove noise, fill gaps between characters, and separate touching characters, 

thereby enhancing the segmentation results. 

By applying mathematical formulas for morphological operations, such as erosion and dilation, within the 

text extraction step, the algorithm can refine the text regions and improve the accuracy of character 

segmentation. This allows for the successful separation of individual characters or words within the localized 

text regions for further processing and recognition. 

Step 4: Optical Character Recognition (OCR) 

Optical Character Recognition (OCR) algorithms are employed to recognize the characters or words within 

the extracted text regions. These algorithms utilize pattern recognition and machine learning techniques to 

convert the visual representation of text into machine-readable text. 

The mathematical formulas involved in OCR algorithms can vary depending on the specific approach used. 

Here, we will provide an overview of the general steps involved in OCR and mention some commonly used 

techniques: 

Feature Extraction: 

In this step, various features are extracted from the segmented characters or words to represent their visual 

characteristics. These features can include: 

a. Histogram of Oriented Gradients (HOG): 

HOG features capture the local gradients and orientations within a character or word image. These features 

provide valuable information about the shape and structure of the characters. 

b. Scale-Invariant Feature Transform (SIFT): 
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SIFT features are invariant to scale, rotation, and affine transformations. They capture distinctive keypoints 

and descriptors that can be used to match and recognize characters or words. 

Classifier Training: 

OCR algorithms employ machine learning techniques to train a classifier based on the extracted features. 

Commonly used classifiers include: 

a. Support Vector Machines (SVM): 

SVM is a supervised learning algorithm that separates data points using hyperplanes. It can be trained to 

classify characters or words based on their extracted features. 

b. Convolutional Neural Networks (CNN): 

CNNs are deep learning models that have shown exceptional performance in character recognition tasks. 

They consist of multiple convolutional and pooling layers for feature extraction and classification. 

Recognition and Decoding: 

Once the classifier is trained, it can be used to recognize characters or words within the extracted text 

regions. The recognition and decoding process involve: 

a. Feeding the segmented characters or words into the classifier. 

b. Obtaining the predicted labels or probabilities for each character or word. 

c. Applying decoding techniques, such as language models or Hidden Markov Models (HMM), to improve 

recognition accuracy and handle contextual information. 

It's important to note that the specific mathematical formulas involved in OCR algorithms can be quite 

complex and go beyond the scope of a simple explanation. However, the overall process involves feature 

extraction, classifier training, and recognition/decoding steps that utilize various mathematical techniques 

and machine learning principles. 

By implementing these OCR algorithms within the overall translation algorithm, the extracted text regions 

can be accurately recognized and converted into machine-readable text, facilitating the translation process. 

Step 5: Language Translation 

Once the characters or words are recognized using OCR, a language translation algorithm is employed to 

convert the extracted text from the source language to the target language. Statistical machine translation 

models, such as NMT, have proven to be effective in achieving accurate language translation. Although the 

NMT model involves complex mathematical computations, here is an overview of the general steps 

involved: 

The NMT model utilizes deep neural networks to learn the statistical patterns and relationships between 

source and target language sequences. It consists of an encoder and a decoder network. 

a. Encoder: 

The encoder network processes the input sequence (source language) and converts it into a fixed-length 

vector representation called the "thought vector" or "context vector." The encoder network can be 

implemented using a recurrent neural network (RNN), such as Long Short-Term Memory (LSTM) or Gated 

Recurrent Unit (GRU). 

b. Decoder: 

The decoder network takes the thought vector and generates the translated output sequence (target language). 

It is also implemented using an RNN, which predicts the next word in the target sequence based on the 

previously generated words and the thought vector. 
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Attention Mechanism: 

To capture the contextual information and align the input sequence with the output sequence, the NMT 

model employs an attention mechanism. This mechanism assigns different weights to different parts of the 

input sequence at each decoding step, allowing the model to focus on relevant information. 

a. Calculating Attention Scores: 

The attention mechanism calculates attention scores using a function that compares the current decoder 

hidden state with the encoder hidden states. This function can be implemented using a scoring function, such 

as the dot product or a feed-forward neural network. 

b. Applying Softmax: 

The attention scores are normalized using the softmax function to obtain attention weights. These weights 

indicate the importance of each source word for generating the target word at each decoding step. 

Language Translation Formulas: 

The mathematical formulas for the language translation step in an NMT model involve probability 

calculations and matrix operations. 

a. Calculating Softmax Probability: 

   1 1
| ,..., , *

t t s t
P y y y x softmax W s


  

Here,  1 1
| ,..., ,

i t
P y y y x


 represents the probability of generating the target word ty  given the previously 

generated words 1y  to 1ty   and the input sequence x . sW  is a weight matrix, and ts  is the decoder hidden 

state at time step t . 

b. Calculating Attention Context Vector: 

 *
t i i

c sum a h  

The attention context vector tc  is the weighted sum of the encoder hidden states ih , where ia  represents the 

attention weights. 

c. Decoder Hidden State: 

 1 1
, ,

t t t t
s f s y c

 
  

The decoder hidden state ts  is computed based on the previous hidden state 1ts  , the previously generated 

target word 1ty  , and the attention context vector tc . The function f can be an RNN cell, such as LSTM or 

GRU. 

These mathematical formulas illustrate the probabilistic nature and matrix operations involved in the 

language translation step using an NMT model. However, it's important to note that the specific details of the 

NMT architecture and training process can vary, and more advanced techniques like Transformer models are 

also commonly used for language translation tasks. 

By incorporating these language translation formulas within the algorithm, the extracted text from the source 

language can be accurately translated to the target language, enabling seamless communication across 

language barriers. 

Step 6: Output 

The translated text is obtained as the final output of the algorithm. 
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Display or store the translated text for further usage or integration with other applications. 

Block Diagram Representation: 

The algorithm for translation of texts in images taken with a smartphone can be visually represented as a 

block diagram (Picture 1.): 

 

Picture 1. Algorithm for translation of texts in images taken with a smartphone 

In conclusion, the development of an algorithm for the translation of texts in images taken with a 

smartphone is a significant advancement in the field of computer vision and natural language processing. 

This algorithm enables users to effortlessly extract and translate text from images, opening up a world of 

possibilities for cross-language communication and information accessibility. By following the step-by-step 

process outlined in this article, users can overcome language barriers and obtain translations in real-time. 

The algorithm begins with image preprocessing, which enhances the quality and clarity of the text by 

applying grayscale conversion and image enhancement techniques. This ensures that the text is ready for 

further analysis and processing. It is important to note that the algorithm's performance relies on various 

factors, including image quality, text complexity, and the training of the OCR and language translation 

models. Continued advancements in image processing techniques, machine learning algorithms, and 

language models will contribute to further improvements in the accuracy and efficiency of the translation 

process. 
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