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Abstract: Quadrature formulas are fundamental tools in numerical integration, used to approximate 

integrals with high accuracy. Their efficiency depends on minimizing the error functional, which is 

critical in functional analysis and numerical approximation theory. The study focuses on Sobolev 

spaces, which provide a rigorous framework for analyzing quadrature formulas. In these spaces, 

error functionals play a crucial role in assessing the accuracy of numerical integration methods. 

Prior research has explored extremal functions and optimal quadrature formulas, but precise error 

norm calculations remain an ongoing challenge. Although optimal quadrature formulas have been 

studied extensively, the explicit calculation of the square of the norm of the error functional in 

Sobolev spaces requires further exploration. A deeper understanding of extremal functions and 

their impact on error minimization is necessary to advance numerical integration techniques. This 

research aims to determine the square of the norm of the error functional for a given quadrature 

formula in Sobolev spaces, utilizing extremal function analysis and functional optimization 

methods. The study derives an explicit formula for the norm of the error functional, proving its 

dependence on the coefficients of the quadrature formula. Using Riesz representation and Green’s 

function techniques, an extremal function corresponding to the error functional is obtained, leading 

to a rigorous calculation of the error norm. The research presents a precise computation of the error 

functional norm, contributing to the optimization of quadrature formulas in Sobolev spaces. The 

findings enhance the theoretical understanding of numerical integration and provide a foundation 

for developing more accurate computational methods. The results are significant for improving 

numerical integration techniques used in applied mathematics, physics, and engineering. The 

optimized quadrature formulas can enhance computational efficiency in solving integral equations, 

reducing numerical errors in scientific computing applications. 
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1.  Introduction  

The study of quadrature formulas in Sobolev spaces plays a fundamental role in 

numerical integration, particularly in optimizing computational efficiency and reducing 

error margins in approximate integral calculations. This research focuses on determining 

the square of the norm of the error functional for a specific quadrature formula, a critical 

aspect in evaluating the accuracy and reliability of numerical methods. The Sobolev space 

framework provides a structured approach for analyzing functions with derivatives in a 

generalized sense, ensuring a rigorous foundation for error estimation. The study 

employs extremal function theory and functional analysis techniques to derive the 

optimal quadrature coefficients that minimize the error functional.  
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By leveraging the Riesz representation theorem and Green’s function methodology, 

the research calculates the precise error norm, demonstrating its dependence on 

quadrature coefficients. The findings contribute to the broader field of computational 

mathematics by offering a systematic approach to refining quadrature formulas, which 

are widely applicable in solving differential equations, physics simulations, and 

engineering computations. This study aligns with the foundational work of Sobolev and 

his successors, further developing optimal numerical integration techniques and 

expanding their applicability in multidimensional contexts. Understanding these optimal 

formulas is crucial for advancing numerical methods and ensuring computational 

accuracy across various scientific and engineering disciplines. 

 

2.  Materials and Methods 

An important task in the theory of quadrature formulas is to find the maximum error 

of a quadrature formula for a given class of functions. 

Let's consider quadrature formula of the following form 

( )
1

00

( ) [ ]
N

х dx k h


   
=


,                                               (1) 

where  k  are the coefficients of the quadrature formula (1),   ( ),h =  

1
,h

N
=

 

1,2,3,...,N =  is element of space 
( )

2 (0,1)mW  and   0k  = at  0,1h  . 

The error of the quadrature formula (1) is the difference between the integral and 

quadrature sum 

( ) ( )
1

00

, ( ) ( ) ( ) [ ]
N

x x dx x dx k h


     


=−

= = − 
, 

where 

 
( )[0,1]

0

( ) ( ) [ ] .
N

x i x k x h


  
=

= − −
                                      (2) 

Here )(х is the error functional of quadrature formula (1), [0,1]( )i x
 is indicator of the 

interval [0,1], )(х  is the Dirac delta function. 

In this work, the extremal function corresponding to the error functional (2) of the 

quadrature formula (1) in the space 
( )

2 (0,1)mW  is found, and the square of the norm of the 

error functional is calculated.  

The  Sobolev space )1,0()(

2

mW  is the Hilbert space of classes of real functions ( )х

differing at most by a polynomial of degree 2m − with derivatives (in the sense of in a 

generalized) of order m  square integrable in the interval (0,1) and an inner product 

( ) ( ) ( ) ( )1 11

1 1

0

, .

m m m m

m m m m

d х d х d х d х
dx

dx dx dx dx

   
 

− −

− −

 
 =  +  

 


                    (3) 

Then the norm of the function ( )х in the space )1,0()(

2

mW  is determined by the formula 

( ) ( )

1

2 2 211

1

0

.

m m

m m

d x d x
dx

dx dx

 


−

−

      
 = +    
       


 

The error of the quadrature formula is a linear functional in )1,0(*)(

2

mW , where  
( )*

2 (0,1)mW  

is  conjugate space to the space )1,0()(

2

mW , i.e.  

( ) ( ) ( )*

2 0,1
m

x W . 

For the error functional )(х  belongs to the space 
( )*

2 (0,1)mW , it is necessary that 

( )( ) 0, 0,1,..., 2x m = = −
. (4) 
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It is natural to evaluate the quality of the quadrature formula (1) using the maximum 

error of this formula on the unit ball of the Hilbert space )1,0()(

2

mW , that is, using the norm 

of the functional )(х : 

( )
( )
2

(m)*

2

1

W (0,1) sup ,
mW


=

=

. 

It can be seen that the norm of the error functional )(х  depends on the coefficients

 k  . 

If 

  

( )* ( )*

2 2(0,1) inf (0,1)m m

k
W W





=
,                               (5) 

then they say that the functional ( )x


corresponds to the optimal quadrature formula 

in the space e )1,0()(

2

mW . 

If you want to find the maximum possible error over the space )1,0()(

2

mW  of the 

constructed quadrature formula, then it is enough to solve the following problem. 

Problem 1. Find the norm of the error functional )(х  of the quadrature formula (1) 

in the space )1,0()(

2

mW . 

If you need to find the optimal quadrature formula by varying the coefficients  ,k 

then you need to solve the following problem. 

Problem 2. Find such values of the coefficients  k   that equality (5) is satisfied. 

The formulated problems transfer the theory of approximate calculations of integrals 

to the section of extremal problems of functional analysis, formed in the scientific direction 

in the 30-50 s of the last century and associated with the name of A.N. Kolmogorov. 

In the multidimensional case, the formulation of problems 1 and 2 were set by S.L. 

Sobolev . Next, he gives an algorithm for constructing optimal lattice cubature formulas 

in Sobolev space 
( )

2 ( )m nL R [1,2]. 

Subsequently, Sobolev’s research on optimal lattice cubature formulas and 

asymptotic formulas was and is being developed by his students [3-13]. 

3. Results and Discussion 

Figures In the next paragraph we find the extremal function. 

3.1. Extremel function. 

In order to solve problem 1, i.e. to find the norm of the error functional (2) in the space 
( )*

2 (0,1)mW , the extremal function of this functional is used. Function ( )U x  is called an 

extremal function of the functional )(х [1] if the equality 
( )* ( )

2 2( , ) (0,1) (0,1) .m mU W U W= 
                           (6) 

 In space )1,0()(

2

mW , using the Riesz theorem on the general form of a linear 

continuous functional on Hilbert spaces, the extremal function is expressed in terms of a 

given functional and, in addition, the equality is satisfied 
( )* ( )

2 2(0,1) (0,1) .m mW U W=
    (7) 

Therefore, from (6) and ( 7 ) we conclude that 
2

( )*

2( , ) (0,1) .mU W=
     (8) 

On the other hand, using the same theorem, for any element ( )x of space )1,0()(

2

mW

we obtain 

( , ) , ,U =
 

Where 
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( ) ( ) ( ) ( )1 11

1 1

0

,

m m m m

m m m m

d х d U х d х d U х
U dx

dx dx dx dx

 


− −

− −

 
 =  +  

 


                 (9) 

pseudo-inner product in space )1,0()(

2

mW . Let ( )x  is a function be finite and infinitely 

differentiable, i.e. 
( )( )( ) 0,1 .x C


  

Integrating m the right-hand side of equality (9) by parts, ( )U x we obtain for the 

functions 
(2 ) (2 2)( ) ( ) ( 1) ( ).m m mU x U x x−− = −     (10) 

 It is known [1] that space 
( )( )0,1C


 dense in space )1,0()(

2

mW . Therefore, we can 

approximate functions from space as accurately as we like )1,0()(

2

mW using a sequence of 

functions from 
( )( )0,1C


. Then, for anyone ( ) ( ) ( )2 0,1
m

х W 
 Integrating by parts the 

right-hand side of equality (9) we have 

( ) ( ) ( ) ( ) ( ) ( )( )
1

1( ) ( 1)

0

( , ) ,
m mm mU x U x x U x dx   

−−= =  +  =
 

( )
1

1 ( 2 ) ( 1) ( 1)

1

0
( 1) ( ) ( ) ( )

1

m
s m s m s m s

s

x
x U x U x

x


−
+ − − + + + −

=

=
= − − +

=


 
( 1) ( )

1
( ) ( )

0

m m
x

x U x
x

 −
=

+ +
=  

( )
1

(2 ) (2 2)

0

( 1) ( ) ( ) ( ) .m m mx U x U x dx −+ − −
 

From here, from arbitrariness 
( )

2( ) (0,1)mx W   and from the uniqueness of the function 
( )

2( ) (0,1)mU x W  taking into account equality (10) we obtain the following equalities 
(2 ) (2 2)( ) ( ) ( 1) ( ),m m mU x U x x−− = −     (11) 

  
( )( 1) ( 1)

1
( ) ( ) 0, 1, 1,

0

m s m s
x

U x U x s m
x

+ + + −
=

− = = −
=

  (12) 

( )
1

( ) 0.
0

m
x

U x
x

=
=

=
                                  (13) 

Theorem 1.  The solution to the boundary value problem (11)-(13) is an extremal function of 

the error functional (2) of the quadrature formula (1) and has the form 

2( ) ( 1) ( )* ( ) ( )m

m mU x x x P x −= − + , 

where 

     

2 11

1

( )
2 2 (2 1)!

x x nm

m

n

signx e e x
x

n


− −−

=

 −
= − 

− 


                         (14) 

 fundamental solution of the differential operator 2m −  first order, i.e. solutions to the equation 

                                            
( ) ( )

2 2 2

2 2 2
,

m m

mm m

d d
x x

dx dx
 

−

−

 
− = 

   
1, 0,

0, 0,

1, 0,

x

signx x

x




= =
−    2( )mP x− is a polynomial of degree 2m − , ( )x is the well-known Dirac 

delta function. 

Proof. It is known that the general solution of an inhomogeneous differential equation 

is a particular solution of an inhomogeneous differential equation plus a general solution 

of the corresponding homogeneous differential equation. 
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As stated above, what )1,0()(

2

mW is a Hilbert space with scalar product (3). Therefore, 

using the general form of a linear functional in a Hilbert space, we represent the error 

functional in the form (9), where the 
( )

2( ) (0,1)mU x W Riesz element is called. In addition, 

according to the Riesz theorem, equality (7) holds. By virtue of (3) and (9), we obtain the 

following identity, which is valid for any function ( ) ( ) ( )2 0,1
m

х W    

( ) ( ) ( ) ( )1 11

1 1

0

( ) ( )

m m m m

m m m m

d х d U х d х d U х
dx x x dx

dx dx dx dx

 


− −

− −

 
 +  = 

 
 

.     (15) 

Having performed m the integration by parts on the left side of (15) once, we obtain 

a boundary value problem in generalized functions 

( ) ( )2 2 2

2 2 2
( 1) ( ),

m m

m

m m

d U х d U х
x

dx dx

−

−
− = −

                (16) 

( ) ( )2

2

1
0, 1, 3.

0

m k m k

m k m k

xd U х d U х
k m

xdx dx

+ − +

+ − +

  =
− = = − 

=    (17) 

From the theory of boundary value problems it is known that this problem has a 

solution that is unique, up to a term, which 2( )mP x− is a polynomial of degree 2m − . 

All solutions to equation (16) are written in the form 

2 3( ) ( 1) ( )* ( ) ( ) ,m x x

m mU x x x P x ae be −

−= − + + +       (18) 

where 2 3( )mP x− is some polynomial of degree 2 3m − . 

In fact, it is easy to check that the function
( )

2( 1) ( )* ( ) (0,1)m m

mx x W−   is a solution 

to equation (16), and the entire solution to the homogeneous equation 

( ) ( )2 2 2

2 2 2
0

m m

m m

d U х d U х

dx dx

−

−
− =

 

from space )1,0()(

2

mW are polynomials of degree 2 3m − , so that the general solution of 

equation (16) in space 
)1,0()(

2

mW
has the form (1 8 ). 

It is easy to see that in order for the solution ( )U x to satisfy both condition (17), the 

equality 2 3 2( ) ( )m mP x P x− −= , 0а = and 0.b =  

Really, 

( )
2

( )

22
( ) ( ) ( ) ( )* ,

m k m k
m k

m m mm k m k

d d
x x P x x

dx dx
 

+ − −
+

−+ − −

 
−  + = 

  at 0, 3.k m= −  

So 

2( ) ( 1) ( )* ( ) ( )m

m mU x x x P x −= − + . 

Theorem 1 has been proven completely. 

Now, using the found extremal function, we calculate the square of the norm of the 

error functional for the quadrature formulas. 

3.2. The norm of the error functional for quadrature formulas (1). 

Now we can calculate the norm of the error functional. The following theorem is true. 

Theorem 2. For the square of the norm of the error functional, the following formula 

holds: 

   
2

( )*

2

0 0

( ) (0,1) ( 1) ( )
N N

m m

mx W k k h h
 

    
= =


= − − −




 

  ( ) ( )
1 1 1

0 0 0 0

2
N

m mk x h dx x y dxdy


   
=


− − + − 


  

, (19) 

 where ( )m x
 Green's function is determined by formula (14). 

Proof of Theorem 2. Indeed, since the space )1,0()(

2

mW  is the Hilbert space, then by 

Riesz’s representation theorem on the general form of a linear functional and taking into 

account the definition of an extremal function, we have 
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( )
2 2

( )* ( ) ( ) ( )*

2 2 2 2, ( ) (0,1) (0,1) (0,1) ( ) (0,1) .m m m mU x W U W U W x W=  = =

Hence, taking into account Theorem 1, we have 

( )
2

( )*

2( ) (0,1) , ( ) ( )mx W U x U x dx= = =  

  ( )   ( )0,1
0

N

i x k x h


  
=

 
= − −  

 


 

( ) ( ) ( )
2 11

2

1

1 * .
2 2 (2 1)!

x x nm
m

m

n

signx e e x
x P x dx

n

− −−

−

=

  −
 − − +  

−  


 
Using equality (4) we obtain 

( ) ( ) ( )
2 112

( )*

2

1

( ) (0,1) 1 * .
2 2 (2 1)!

x x nm
mm

n

signx e e x
x W x x dx

n

− −−

=

  −
= − −  

−  


(20) 

First, we calculate the following convolution 

( )
2 11

1

*
2 2 (2 1)!

x x nm

n

signx e e x
x

n

− −−

=

 −
− 

− 


 

( )
2 11

1

*
2 2 (2 1)!

x x nm

n

signx e e x
x

n

− −−

=

 −
− = 

− 


 

( )
( ) ( )

2 1
1

1

*
2 2 (2 1)!

nx y y x m

n

sign x y x ye e
y dy

n

− − − −

=−

 − −−
= − = 

 −
 


 

  ( )   ( )
( ) ( )

2 1
1

0,1
0 1

*
2 2 (2 1)!

nx y y xN m

n

sign x y x ye e
i y k y h dy

n

  

− − − −

= =−

   − −−
= − − − =    −   

 
 

( ) ( )
2 11 1

10
2 2 (2 1)!

nx y y x m

n

sign x y x ye e
dy

n

−− − −

=

 − −−
= − − 

 −
 


 

 
( ) ( )

2 1
1

0 1

.
2 2 (2 1)!

nx h h xN m

n

sign x h x he e
k

n

 



 


−− − −

= =

 − −−
− − 

 −
 

 
                        (21) 

Then substituting (21) into (20), we get 

( )   ( )   ( )
2

( )*

2 0,1
0

( ) (0,1) 1
N

mmx W i x k x h


  
=

 
= − − −  

 


 

( ) ( )
2 11 1

10
2 2 (2 1)!

nx y y x m

n

sign x y x ye e
dy

n

−− − −

=

  − −−
 − − 

  −
 


 

 
( ) ( )

2 1
1

0 1

.
2 2 (2 1)!

nx h h xN m

n

sign x h x he e
k dx

n

 



 


−− − −

= =

 − −−
− − 

 −
 

 
 

From here, opening the brackets and simplifying, we get 
1

2
( )*

2

0 0 0 0

( ) (0,1) ( 1) [ ] [ ] ( ) 2 [ ] ( )
N N N

m m

m mx W k k h h k x h dx
  

       
= = =


= − − − − +


  

 

 

1 1

0 0

( )m x y dxdy


+ − 


 
.  (22) 

From equality (22), we immediately obtain (19). Theorem 2 is completely proved. 

5.  Conclusions 

In this work, in the factorized space )1,0()(

2

mW  an extremal function corresponding to the 

error functional of quadrature formulas is found. Moreover, in the conjugate space 
( )

2 (0,1)mW 

 the square of the norm of the error functional has been calculated.  



 183 
 

  
Central Asian Journal of Mathematical Theory and Computer Sciences 2025, 6(2), 177-183.      https://cajmtcs.centralasianstudies.org/index.php/CAJMTCS 

REFERENCES 

[1] S. L. Sobolev, Introduction to the theory of Cubature formnulas. (Nauka, Moscow., 1974). 

[2] S. L. Sobolev and V. L. Vaskevich, The Theory of Cubature Formulas (Kluwer Academic Publishers Group, Dordrecht, 

1997). 

[3]  M. D. Ramazonov, Theory of lattice cubature formulas with a bounded boundary layer. (Nauka, Ufa., 2009). 

[4]  K. M. Shadimetov, Optimal lattice quadrature and cubature formulas in Sobolev spaces (Science and technology, 2019) 

p. 224. 

[5]  M. D. Ramazanov, “Numerical processes for solution of differential equations,” Cubature formulas and their 

applications: Proceedings of the VI International Seminar-Conference. - Ufa: IMVTs UFNTs RAS 4, 103–105 (2001). 

[6]  M. D. Ramazanov and K. M. Shadimetov, “Weighted optimal cubature formulas in periodic sobolev space,” Reports of 

the Russian Academy of Sciences. -Moscow 4, 453–455 (1999). 

[7] Kh. M. Shadimetov and A. R. Hayotov, “Construction of interpolation splines minimizing semi-norm in W2(m,m−1)(0,1) 

space,” BIT Numerical Mathematics 53(2), 545–563 (2013). 

[8]  M. V. Noskov, “On cubature formulas for functions that are periodic in some variables,” ZVM and MF. - Moscow 9, 

1414–1419 (1991). 

[9] V. I. Polovinkin, “Weight cubature formulas,” Reports of the Academy of Sciences of the USSR. -Moscow 3, 542–544 

(1968). 

[10] Shadimetov, Kh. M.,Nuraliev, F. A. Optimal Formulas of Numerical Integration with Derivatives in Sobolev Space// 

Journal of Siberian Federal University-mathematics & Physics. 2018,11(6), -pp.764-775 

[11] Shadimetov, Kh. M.,  Hayotov, A. R.,  Nuraliev, F. A. Optimal quadrature formulas of Euler-Maclaurin type//Applied 

Mathematics and Computation, 2016,276, -pp.340-355 

[12] Shadimetov, Kh. M. , Hayotov, A. R. , Nuraliev, F. A. On an optimal quadrature formula in Sobolev space L2(m)(0,1)// 

Journal of Computational and Applied Mathematics, 2013,243(1), -pp. 91-112 

[13] Shadimetov, Kh. M., Hayotov, A. R., Azamov, S. S. Optimal quadrature formula in K2(P2) space//Applied Numerical 

Mathematics, 2012,62(12). -pp. 1893-1909 

 

https://www.webofscience.com/wos/woscc/full-record/WOS:000452216700012
https://www.webofscience.com/wos/woscc/full-record/WOS:000368640800030
https://www.webofscience.com/wos/woscc/full-record/WOS:000314444800008
https://www.webofscience.com/wos/woscc/full-record/WOS:000310828100015

