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Abstract: In satellite communications systems, submarine communications, and military 

communications, determining out the type of modulation is a crucial issue. A newly developed 

digital modulation classification model is introduced in this study to identify many types of 

modulated signals. At the first step, the density of specter for the frequencies accompanied with the 

modulation signals at the scalogram image is visually represented using continuous wavelet 

transform (CWT). Then, a deep convolutional neural network (CNN) is utilized to extract features 

from the scalogram pictures. The MRMR method is then used to get the best features. By decreasing 

the size of the features, the MRMR method improves classification speed and model interpretation. 

Using the group learning technique, the modulations are categorized in the fourth stage. Modulated 

signals with various levels of noise and SNRs ranging from 0 to 25 dB are taken into consideration 

in the simulations. The simulations' result shows that the suggested model outperforms other earlier 

research and functions effectively related to various noise levels. 

Keywords: Neural network, Deep learning, Modulation, Bagging method, Noise level. 

1. Introduction 

Different modulation schemes are used in wireless communication, which 

complicates the communication environment. The technology of wireless communication 

is constantly changing. As a result, the ability to automatically and swiftly interpret and 

clarify communication signals is becoming more and more crucial. In blind signal 

processing, automated modulation classification (AMC), which includes software-

defined radios (SDRs) [1] and cognitive radios (CR) [2], is essential. There are two kinds 

of AMC : The probability function is computed under various assumptions to identify the 

potential classes of arrived signals, and the results are then compared to a predefined 

threshold [3]. What is known as “Bayesian LB techniques” frequently have a high 

sensitivity to unidentified channel properties and necessitate costly calculations or a 

significant quantity of previous knowledge [4], [5]. The less computationally complex FB 

algorithms are able to identify less-than-ideal strategies. By looking at the properties of 

the received signals, one can identify the modulation type. High-quality features can 

result in dependable performance at a fair cost. Prior research has examined several of 

these traits, including WT, cyclostationary characteristics, and Higher-Order Cumulants 

(HOC) [6]. For AMC systems, prior studies frequently employed support vector machine 

(SVM), and D-Tree, in addition to Random Forests (RF) [7], and KNNs. These techniques 

are time-consuming, though, because handcrafted features need technical know-how and 

domain knowledge. Due to its remarkable achievements in different fields, such as 

computer view, examining emotion, in addition to speech detection, deep learning (DL) 
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has been increasingly popular in recent years. In contrast to traditional approaches for 

data analysis and processing, DL must be able to handle complex data with many 

dimensions in automatic way with no need for manually created characteristics [8], [9]. 

This has led to its expansion into other fields, such as communications [10]. Numerous 

deep learning approaches have been presented up to this point, including RNN, deep 

convolutional networks, LSTM networks, and others. 

In order to get the complex relationships found in time-related signals over channels 

of Rayleigh fading via different added noise conditions, an automated modulation 

categorization (AMC) method utilizing recurrent neural networks (RNNs) is proposed in 

[11]. A long short-term memory (LSTM) network is a sophisticated RNN structure 

specifically developed to investigate the long-term reliance of signals with variable-length 

modulation in the temporal domain. For multi-class classification tasks, convolutional 

neural networks (CNNs) have outperformed long short-term memory (LSTM) with 

repeated neural network (RNN) regarding their ability to extract important discriminative 

characteristics from feature representations with multiple scales. The rate of classifying 

on the 24-modulation DeepSig data set is significantly improved by using a compact CNN 

architecture that consists of multiple residual convolutional stacks. In terms of recognition 

performance, deep learning (DL) surpasses conventional machine learning (ML) 

techniques, removing the need for feature engineering expertise [12]. In, the authors used 

the model of AlexNet CNN and arrangement diagrams to perform network training and 

classification tasks. ACGAN-based data augmentation was employed by the authors in 

[13], [14]. The Caffe technique was applied using the modulation categorization 

procedure. Peng et al. produced grid-like images for AMC (AlexNet and GoogLeNet) 

using two pre-trained models. Performance can be improved by feature fusion using 

various time-frequency adjustments with the addition white Gaussian noise signal 

technique [15]. Although these techniques convert the AMC into several good-researched 

image identification problems, they all necessitate a sophisticated image processing step. 

The research claims that the AMC problem can be resolved utilizing machine learning 

models and several techniques for feature extraction and selection. Getting rid of 

requiring any prior understanding of feature engineering and DL surpasses ML in 

recognizing [16], [17], [18]. The majority of current automatic modulation categorization 

(AMC) techniques perform worse when widely used convolutional layer topologies in 

extremely complicated networks. This problem is exacerbated by the fact that the 

extracted feature maps are ineffective at capturing the intended representations and that 

the process's trainable parameters are computationally costly. Furthermore, these 

techniques require a large amount of training time. This study presents an efficient AMC 

technique based on the display of time-frequency information utilizing deep 

convolutional neural networks CNN and CWT. The density of specter of the frequencies 

for modulated signals is visually represented in its first stage using the continuous 

wavelet transform (CWT). The second step involves extracting features from scalogram 

images using a deep convolutional neural network technique. The network's internal 

convolution layer discovers and expands the frequency-time sequences in the images of 

scalogram for high power by reducing the high dimensions of the images without 

sacrificing information [19]. 

Minimum Redundancy Maximum Relevance (MRMR) method is then utilized to 

choose the best features by applying the notions of minimum redundancy and maximum 

relevance. By reducing the feature dimensions, the MRMR method not only speeds up 

execution but also improves and makes it easier to grasp the classification model. The 

ensemble learning technique is used in the fourth phase to classify modulations. The 

bagging technique uses a group of weak learners to generate a strong learning model. This 

method's main advantage is its capacity to successfully handle the over-fitting problem. 

Contributions made to this work include the following: 

a. A potent four-stage noise-resistant approach is used to detect digital modulation 

kinds with excellent accuracy. 

b. The CWT transformation offers a visual depiction of the frequency spectrum 

densities for the modulated signals. 
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c. The scalogram transformation is used to present time-frequency data, which 

enhances the deep convolutional network's capacity to identify patterns 

connected to any digital modulation. 

d. The comprehension of the model of classification is improved by reducing the 

feature space dimensionality and removing redundancy of feature by the 

application of the MRMR method. As a result, the diagnosis's accuracy and the 

system's overall efficacy have both increased [20]. 

e. A group of weak learners has been used to generate a strong learning model in 

the classification stage, which reduces the variance in noisy data and addresses 

the issue of overfitting. 

2. Materials and Methods 

In this work, a new classification system covering modulation signals having noise 

powers ranging from 0 dB to 25 dB is presented. The suggested method generates signals 

after modeling the telecommunications environment. CWT first processes these 

modulated signals to expand the time-frequency information and create scalogram 

images. In order to extract features, the CNN deep neural networks are then fed the 

scalogram images. The MRMR technique is then used to minimize the dimensionality of 

the characteristics that the deep convolutional neural network has extracted. Lastly, the 

bagging method is used to identify the modulation kinds by classifying the chosen 

features. The following subsections provide an explanation of each stage in the suggested 

strategy. The suggested method's flowchart is displayed in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Process of the suggested algorithm. 
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2.1. Simulations for environment and communication signals 

The digital base-band signal is changed to a high-frequency pass-band signal, 

according to get constraints, by using digital passband modulation. With the use of this 

digital transmission technique, various modulations that take place in the transition band 

can be categorized into three different types: phase shift keying (PSK), frequency shift 

keying (FSK), and amplitude shift keying (ASK). 

a. Amplitude shifts keying: The binary representation of the baseband signal is 

transmitted by A1 and A2 using the same frequency carriers.  

b. Frequency shifts keying: The baseband signal's binary values are represented 

using the frequency shift keying (FSK) method. Two frequencies having the same 

amplitude are utilized in FSK.  

c. Phase- shift keying: A modulation which uses phase changes of the same 

amplitude and frequency to alter bits 0 and 1 of baseband signals.  

The basic modulation formulae for ASK, PSK, and FSK are shown below: 

 
𝑋𝑚𝐴𝑆𝐾

(𝑡) = 𝐴𝑚 cos 𝜔𝑐𝑡   (1) 

 𝑋𝑚𝑃𝑆𝐾
(𝑡) = 𝐴 cos(𝜔𝑐𝑡 + 𝜃𝑚)   (2) 

𝑋𝑚𝐹𝑆𝐾
(𝑡) = 𝐴 cos(𝜔𝑐𝑚

𝑡) (3) 

According on the modulation type used for multi-level transmission, the use of the 

M-piece can have various amplitudes (MASK), frequencies (MFSK), in addition to phase 

values (MPSK). This is done by varying the carrier's phase, amplitude, or frequency 

among different quantities [37]. Using numerous carriers instead of one can boost the 

throughput of data transmission. The binary value of the related bit group via the signal’s 

information is carried and sent via the carrier linked to the M-bit symbol. For multiple-

level modulations, QASK, OFSK, and OPSK modulations are frequently employed. Those 

modulations quadruple the transmission speed and send two bits at a time. There is a 

significant increase in the data transfer rate when 8, 16, and 32 carriers are added. 

Furthermore, as carriers proliferate, the demodulator circuits must also grow more 

intricate. Six different modulation types have been simulated and transmitted across a 

communication channel (AWGN) in this study: three (BASK, BFSK, and BPSK) binary 

modulations and three (QASK, QFSK, and QPSK) quadratic modulations. Lastly, the 

bagging technique classifies the chosen features to automatically identify the modulation 

type. 

2.2. Visualizing time-frequency data with the continuous wavelet transform (CWT) 

Whenever the CWT is applied to signals having frequency changes over time, a 

diagram of time-frequency is produced. The time-frequency domain transformation 

technique is essential to pattern recognition methods. The wavelet transform is a good fit 

for this transformation. Non-stationary signals like ECG, EEG, and EMG can be 

successfully transformed using wavelet transforms like Daubechies, Morlet, Symlets, and 

Gaussian [38, 39]. The signal in a wavelet function can be altered using these wavelet 

functions. 

The following is the Continuous Wavelet Transform (CWT) definition having a signal: 

 

𝑍(𝑎. 𝑏) =
1

√𝑎
∫ 𝑠(𝑡)𝜓∗ (

𝑡 − 𝑏

𝑎
) 𝑑𝑡      

∞

−∞

 (4) 

 

The variables (a and b) control wavelet's scaling in addition to translation, whereas (t) 

stands for a finite signal of energy and 𝜓∗ for the primary wavelet's complex conjugate. 

High frequencies of the signal are disclosed when the wavelet contracts with the scale 

values go smaller, while the low frequency information of the signal is revealed when the 

wavelet expands with time and scale values are larger [40]. In order to calculate the CWT, 

the a and b parameters are continually varied through the signal's lengths and scales, 

respectively [21]. Similar to a spectrogram produced by the fast Fourier transform (FFT), 

a scalogram means a graphical representation for a signal's Continuous Wavelet 
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Transform (CWT) or representation of Short-Time Fourier Transform (STFT). In terms of 

frequency and temporal resolution, the Continuous Wavelet Transform (CWT) 

outperforms the Short-Time Fourier Transform (STFT). By allowing utilizing of analysis 

windows having different sizes at various frequencies, it does this. The CWT-developed 

scalograms display the frequencies in the signals at various times. An illustration of the 

modulated signal with its matching scalogram can be found in Figure 2. 

 
Figure 2. Illustration of the modulated signal with the associated scalogram. 

2.3. Utilizing a convolutional neural network model for feature extraction 

Other well-liked neural architecture type is CNN. The primary two distinctions 

between it and the ANN are the architecture in addition to the input data. CNN employs 

pictures, while ANN uses numerical values. A collection of pixels via the dimensions w, 

h, and d clears an image I. These images are scaled by height, width, and depth in order 

of precedence. Depending on the color model used, the depth of the image changes [22]. 

The depth (d) equals to three in the color space model RGB, that makes use of three-color 

channels. Convolutionally, fully connected, and layers of pooling make up the CNN 

model's framework, accordingly. To process and extract unique features via the input 

image, convolutional layers use filters. Every pixel in the I (x,y) image and a k (p × p matrix) 

filter go through a analytical process known as a star operation* during the convolution 

operation. Coordinates (x, y) are subjected to this process in a separate and an 

independent manner. 

 

𝑘 ∗ 𝐼𝑥,𝑦 = ∑ ∑ 𝑘𝑖,𝑗 . 𝐼𝑥+𝑖−1,𝑦+𝑗−1 + 𝑏1

𝑝

𝑗=1

𝑝

𝑖=1

 
(5) 

 

Where the bias is b1. The pooling layer is utilized to reduce the size of the image's file. 

Here, every pixel and its surrounding pixels are examined using the function ω(.), which 

applies procedures like minimum, maximum, and average computations. The smaller 

image ω(.) is supplemented with the function-performing pixel. To make it more 

understandable, we could write it like this: 

 

𝜔(𝐼𝑥,𝑦) = 𝐼𝑥−𝑖,𝑦−𝑗𝑖,𝑗∈{−1,0,1}
max         (6) 
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The picture resizing calculation can be written like (w-k)/(s+1) × (h-k)/(s+1), where s is 

the shift for kernel. Before arriving at the completely connected layer, that represents the 

final layer in the model design. It is possible to repeat these two resizing layers [23]. There 

are several hidden layers and one output layer in this model. The CNN-bagging structure 

is displayed in Figure 3. Convolutional layers, a totally linked layer, with two pooling 

layers make up this structure. As can be observed, grouping is done utilizing the output 

of the layer for the second pooling. The suggested CNN produces six probabilities for each 

of the six modulation classes after processing a scalogram image. 

 

 

 

 

 

 

 

 

 

 

Figure 3. Structure of the model of CNN-bagging in the current 

investigation. 

 

2.4. Minimum redundancy maximum relevance (MRMR) technique 

The method of meticulously choosing a smaller group of characteristics from a 

bigger collection while removing redundant and unnecessary ones is known as feature 

selection. In addition to decreasing the feature’s dimensionality set and, thus, the quantity 

for data needed to learning, this strategy also lessens the effect of high-dimensional 

dataset on the total performance of algorithms, improving capabilities for the 

generalization. In addition, it improves the capacity to interpret the models and the speed 

at which they are executed [24], [25], [26]. The MRMR technique aims to maximize the 

relation between characteristics and related labels (class). With the simultaneous goal of 

lowering the correlation between each feature, this technique uses mutual information to 

calculate how similar two variables are. If X and Y are two variables, so the reciprocal 

information may be found using the following equation (7): 

 
𝐼(𝑋; 𝑌)

= ∑ ∑ 𝑝(𝑥, 𝑦) log
𝑝(𝑥, 𝑦)

𝑝(𝑥)𝑝(𝑦)
𝑦∈𝑌𝑥𝜖𝑋

 (7) 

 

Here: p (x, y): The probability density of variables X and Y. The concepts of lowest 

redundancy (R) and maximum relevance (D) are combined in the MRMR approach. 

Therefore, equations (8) and (9) can be used to maximize D and R at the same time. 

2.4.1 The criterion for maximum relevance  

The following formula is used to determine this criterion, which stipulates that the 

relationship between each class's attributes and its label should be maximized: 

 

𝑀𝑎𝑥 𝐷(𝑆, 𝑐), 𝐷 =
1

|𝑆|
∑ 𝐼(𝑥𝑖; 𝑐)

𝑥𝑖𝜖𝑆

 (8) 

 

In the above relation: 

S, set of features  

|S|, the feature size of set for the S-space. 

xi: the characteristics of the individual,  

c: are classes. 
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I (xi, c): A common comprehension of the characteristics of each class with the class 

label. 

 

2.4.2 The criterion for minimum redundancy 

The following definition applies to this criterion, which specifies that the link 

between features should be minimized: 
𝑀𝑖𝑛 𝑅(𝑆), 𝑅

=
1

|𝑆|2
∑ 𝐼 (𝑥𝑖, 𝑥𝑗)

𝑥𝑖,𝑥𝑗 ∈ 𝑆

 (9) 

Incremental search techniques are employed in applications to find nearly optimal 

attributes [27], [28]. The following formula should be used to calculate the Sm-1 feature 

subset in order to determine the ideal feature subset (with m-1 feature): 

 

𝑚𝑎𝑥𝑥𝑗𝜖𝑋−𝑆𝑚−1
[𝐼(𝑥𝑖; 𝑐)

−
1

𝑚 − 1
∑ 𝐼(𝑥𝑗; 𝑥𝑗)

𝑥𝑖 𝜖 𝑆𝑚−1

] 

(10) 

 

2.5 Types of modulation categorization employing bagging methods 

A fraction of the basic data is sent to every classifier in this study's automatic 

modulation classification using the bagging approach. This indicates that every classifier 

looks at a subset of the set of data while uses that subset to build its model. This subset is 

chosen using replacement, which implies that every sample may be selected more than 

once [29], [30]. According to study, the categorization approach can enhance learning and 

recognition skills with greater precision for all kinds of data. Figure 4 shows the general 

operation of this approach. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Bagging algorithm classification model. 

3. Result  

This part compares the offered model performance with other state-of-the-art 

approaches and measures the effectiveness of the suggested approach using common 

assessment criteria. MATLAB (2022b) software is used to train the model, which needs an 

NVIDIA card of graphics with 8 GB for onboard RAM. Signal-to-Noise Ratio (SNR) rates 

between 0 and 25 decibels (dB) are used to assess the model's performance. In the system 

modeling phase, 1000 scalogram images are produced for each modulation class, which 

translates to 6000 modulation signals. Several preprocessing methods were applied to the 

scalogram images. Standard Continuous Wavelet Transform (CWT) images were 

automatically cropped to remove all unwanted white spaces, so the corresponding 

resolutions were then decreased to 227 by 227 by 3 pixels from 657 by 535 by 3. Certain 

areas of interest in scalogram images might be emphasized. 70% of the scalogram pictures 

are used to train the CNN network [31], [32]. Stated otherwise, the CNN model receives 
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4200 scalogram images as train input, whereas 1800 scalogram images are taken into 

consideration during the test phase. A neural network extracts 1000 features from each 

scalogram image. The MRMR method then reduces each characteristic vector's 

dimensionality to 500 dimensions. Lastly, the bagging technique is used to classify these 

feature vectors. Additionally, a validation technique that divides the dataset to 10 folds 

with iteratively trains and tests the model utilizing each fold like a validation set is used 

to calculate the classification accuracy [33]. Notably, the data is divided to training with 

examining using a random permutation method, and the outcomes mentioned are the 

average for the program's 50 runs. 

3.1. Criteria used for evaluation  

Precision, accuracy, recall, and score of F1 are performance metrics employed in this 

study and are computed using the following formulas [41, 42]: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)
 (11) 

 

The ratio of pertinent examples to all examples discovered is referred to as precision 

(P). P is computed using the formula: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 +  𝐹𝑃 
 (12) 

The percentage of pertinent cases that are found among all the pertinent examples is 

known as recall (R). R can be calculated with the formula below: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 +  𝐹𝑁
  (13) 

Due to the fact the precision (P) besides recall (R) assessments can occasionally yield 

contradictory results, the score of F1 is a commonly utilized evaluation statistic. The 

following formula illustrates how the score of F1 is determined by taking the mean of 

harmonic for precision and recall: 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2𝑃𝑅

(𝑃 + 𝑅)
 

(14) 

In 11-14 equations: The term "True Positive" (TP) refers to detections that are 

accurately positive. False Positive (FP): Denotes detections that are incorrectly positive. 

False Negative (FN): Indicates incorrectly negative results. True Negative (TN): Denotes 

detections that are correctly negative. 

3.2. Training process evaluation  

Curves of learning for accuracy and loss in the training set over 150 periods are 

displayed in Figures 5 and 6, respectively. The current model improves as accuracy rises 

because it captures the model's performance. As Figure 5 illustrates, the accuracy curve is 

increasing with time, suggesting that the model improves with experience (learning). 

Furthermore, loss (or cost) shows "how much poorly this model is performing" or the 

mistake in the model. Reducing the amount of loss is the model's goal [34], [35]. This is 

accomplished through the use of techniques like gradient descent. Consequently, and 

temporarily, the current model will perform better the loss gets. A loss or cost function is 

calculated to quantify the loss. The expected result of the learning process is shown in 

Figure 6. It is evident that the training set's loss curve is getting smaller with time. This 

indicates that the current model is gaining knowledge. Learning curves fluctuate slightly, 

but with time, the accuracy rises and the loss decreases, indicating that the model is 

learning. 

 

 

 

 

 

 

 

 

Figure 5. A graph shows how accuracy of the model increased through training. 
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Figure 6. A graph shows how the model's loss decreased 

through training. 

 

3.3. An evaluation for the proposed model with comparative study 

A confusion matrix is developed to evaluate performance of the model on 

classification of the digital modulation challenge. The calculated confusion matrix of the 

suggested approach with 0 dB SNR is displayed in Table 1. which shows the results of 

classification for every category in the matrix of confusion. Stated otherwise, it implies 

that the classification performance of the suggested model is suitable. 

 

Table 1. A confusion matrix displaying the outcomes for classification with 

0 dB SNR at every class. 

  Actual 
 

 FSK QFSK PSK QPSK ASK QASK 

Predicted 

FSK 299 0 0 0 1 0 300 

QFSK 1 299 0 1 0 0 301 

PSK 0 0 299 0 0 0 299 

QPSK 0 1 0 299 0 0 300 

ASK 0 0 0 0 299 0 299 

QASK 0 0 1 0 0 300 301 

  300 300 300 300 300 300  

 

The performance of a binary classifier for different cutoff points is displayed in 

machine learning using a ROC curve, which depends on two basic metrics: True Positive 

Rate (TPR) in addition to False Positive Rate (FPR). Ratio for true positives to all positive 

cases is known as TPR, sensitivity, or recall. The ratio of negative cases that are mistakenly 

categorized as positive is known as the FPR, and it has the following definition: 

𝐹𝑃𝑅 =
𝐹𝑃

𝑇𝑁 + 𝐹𝑃
 

(15) 

 

Drawing the TPR versus the FPR for each potential threshold allows one to observe 

the trade-off classifies between those two metrics. A good classifier will have a low FPR 

and a high TPR, placing it in the upper-left corner of the ROC curve. In contrast, a bad 

classifier will have a reduces TPR and an increased FPR, placing it in the lower-right 

quadrant of the curves of ROC. A random classifier will eventually have an equal TPR 

and FPR, placing it on the diagonal line for ROC curve. Figure 7 shows the plot of the 

current model's ROC curve. As can be observed, this curve is shown toward the top-left 

corner and has a low FPR and a high TPR. Therefore, it can be said that the current model 

has a high degree of accuracy in classifying modulations [36], [37], [38]. The accuracy of 

the suggested approach for various SNRs is displayed in Figure 8. The results show that 

0 dB SNR has the lowest accuracy of detection, while 20 dB with 25 dB SNRs have the 

highest. Figure 7 clears how the accuracy for detection rose in tandem with SNR. This 
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experiment has achieved the expected increase in detection rate since the signal strength 

increases relative to the noise as SNR increases. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. ROC curve for modulation categorization classes that the model 

produced. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Classification results' accuracy at varying SNR rates. 

 

A bar chart comparing the modulation detection outcomes of the suggested approach 

to a number of pre-trained designs is shown in Figure 9. Outcomes of the investigations 

for SNRs range between 0 and 25 db are averaged to produce all of the criteria utilized in 

this graphic [39], [40]. The outcomes are assessed for the AlexNet, VGG-19, VGG-16, and 

GoogLeNet techniques, as illustrated in Fig. 9. According to the findings, the accuracies 

of the AlexNet, GoogLeNet, VGG-16, VGG-19, and techniques are 99.4, 99.55, 99.90, and 

99.80, respectively [41], [42], [43], [44], [45], [46]. The accuracy rate of the suggested 

approach was 99.92%. To classify digital modulation, the suggested method is compared 

with a number of convolutional neural network-based techniques. According to Table 2, 

the proposed CNN model produced a high classification accuracy of more than 99.9%. 
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Table 2. Results for the proposed method with several previous 

CNNs methods. 

Accuracy Ref. Year Title No. 

96.7  2020 Using the Dyadic Aggregated Autoregressive Model 

(DASAR) to Classify Modulations Automatically 

1 

87.4  2020 R. Lin, W. Ren, X. Sun, Z. Yang, K. Fu, “A Hybrid 

Neural Network for Fast Automatic Modulation 

Classification”, IEEE Access, Vol. 8, 2020, pp. 130314 

– 130322. 

2 

94.39  2023 Recognizing modulation automatically with CNN 

deep learning models 

3 

97  2023 A multiscale network-based automatic modulation 

recognition system that incorporates statistical 

aspects 

4 

93  2023 Investigation into modulation recognition using 

sequential feature fusion 

5 

99.92 - - Proposed Method 6 

4. Discussion  

The results obtained from this study demonstrate the superior performance of the 

proposed hybrid method combining deep convolutional neural networks (CNN), the 

Minimum Redundancy Maximum Relevance (MRMR) feature selection method, and the 

bagging ensemble technique for automatic modulation classification (AMC). The 

approach effectively utilizes the continuous wavelet transform (CWT) to visualize time-

frequency representations, providing rich input features for the CNN to extract relevant 

patterns. By integrating MRMR, the model successfully reduces feature dimensionality, 

enhancing classification speed and interpretability without sacrificing performance. The 

use of bagging addresses common challenges such as overfitting, particularly in low 

Signal-to-Noise Ratio (SNR) environments. Comparative analysis against established 

architectures like AlexNet, VGG-16, VGG-19, and GoogLeNet reveals that the proposed 

method achieves the highest accuracy (99.92%) across various SNR levels, outperforming 

prior studies. Furthermore, the ROC curve analysis confirms the robustness and reliability 

of the classifier, even at 0 dB SNR. However, while the model exhibits excellent 

performance, its dependency on a substantial amount of computational resources for 

training deep networks could limit its deployment in resource-constrained environments. 

Future work should explore model optimization techniques, such as lightweight network 

architectures or knowledge distillation, to enhance the applicability of the proposed 

framework in real-world communication systems with limited hardware capabilities. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. The efficiency of the suggested strategy and trained models. 
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5. Conclusion 

A four-step technique for automatically detecting digital modulation based on 

visualization was presented in this research. The basic idea behind the suggested 

approach is to use continuous wavelet transformation to extract time-frequency 

information in addition to display it as a scalogram image. Modulation is then found 

utilizing this information, convolutional deep neural networks, with the bagging 

technique. Additionally, the MRMR algorithm was used to select the best features in 

addition to minimize the size of the space of feature. Experiments were carried out at 

various SNR levels between 0 and 25 dB to examine the robustness of the suggested 

approach. The simulations' outcomes demonstrated that the suggested method's accuracy 

in every SNR was greater than 99%, demonstrating its resistance to variations in SNR. A 

comparative analysis to evaluate the method's efficiency against other widely utilized 

approaches is also performed. The outcomes unequivocally showed that the suggested 

procedure outperformed other cutting-edge techniques. 
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