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Abstract: Differential equations have a wide-ranging impact on many disciplines, including 

physical sciences, engineering, economics, weather modeling, systems theory, and biology. The 

importance of this research is highlighted by the use of the fourth-order Runge-Kutta method in 

MATLAB and its comparison with traditional methods for solving fourth-order differential 

equations. Runge Kutta method and MATLAB. The study showed that the MATLAB method is 

effective and has a high degree of mathematical independence. The MATLAB code is similar to the 

fourth-order Runge-Kutta technique, and the use of this software in the research provides 

significant added value compared to traditional manual methods in terms of accuracy, speed, and 

performance efficiency. 
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1. Introduction 

Differential equations are the vital tools for mathematical modeling of more than one 

phenomena and allow us to advantage perception into numerous problems [1]. However 

they may be in fashionable NP-difficult to clear up, especially if the range of variables is 

huge. Therefore, it's miles applicable to construct new techniques for solving those 

equations [2]. This demands a heavy dependency on state-of-the-art algorithms that offer 

solutions, in a specific and practical manner [3]. Howdy then take a look at the equation 

several instances at each step, resulting in correct answers without needing to comply 

with lengthy workflows [4]. This technique is more general and can be applied to 

numerous styles of equations as well [5]. The Runge-Kutta technique is a classic numerical 

technique for fixing regular differential equations (ODEs) and is extensively preferred for 

its accuracy and efficiency in the treatment of initial fee troubles [6]. They then check the 

equation numerous times at each step, resulting in correct answers without needing to 

observe long workflows [4]. This method is greater general and may be carried out to 

diverse kinds of equations as properly [5]. The Runge-Kutta method is a classic numerical 

technique for solving regular differential equations (ODEs) and is broadly appreciated for 

its accuracy and performance within the remedy of initial value problems [6]. In a more 

substantial comparative observe in which researchers taken into consideration several 

better-order Runge-Kutta strategies, including the smug (third order), Dormand–Prince 

(fourth and 5th order, respectively) and optimized (5th order) pairs [7]. Many studies have 

found that the classic fourth-order Runge-Kutta method is still a reliable and effective 

choice for scientific and engineering work. It offers good accuracy without requiring too 

much computational effort. Over time, different versions of Runge-Kutta methods have 

been created, some of which use higher-order derivatives to get better accuracy and lower 
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errors. For example, the three-stage multiple derivative method has shown to be stable and 

matches well with exact solutions [9].  Recent studies emphasize how important it is to 

check the stability of numerical methods and how sensitive they are to changes in 

parameters. It’s essential to test how reliable a method is when solving different problems 

to pick the best one for each situation. Tools like MATLAB are often used to run these 

methods and analyze the results, making calculations easier and more accurate. 

A detailed assessment determined that higher-order Runge-Kutta techniques give 

accurate and reliable answers for initial cost problems. Adjusting the step size and reading 

errors can enhance their performance. This shows why ongoing studies into these 

strategies is critical to keep numerical solutions accurate and efficient in technology and 

engineering. 

One have a look at checked out the fourth-order Runge-Kutta method for fixing 

everyday differential equations with initial values. It located that these methods paintings 

well and are realistic for those issues. The look at blanketed examples to expose how 

correct and clean the techniques are to use. The numerical consequences have been 

compared to precise answers, helping to apprehend their accuracy. The study additionally 

tested and calculated the mistakes worried. 

Another observe compared 3 numerical strategies for solving fourth-order normal 

differential equations. The simulations confirmed that each technique has strengths and 

weaknesses depending at the sort of equation. When the use of very small step sizes, the 

numerical answers intently match the precise solutions. All 3 methods are right enough to 

remedy preliminary cost issues accurately and efficiently. Among them, the RK4 approach 

had the smallest average blunders, followed by way of the ABM4 technique. 

Simple Different Equation (ODE) plays a vital role in modeling of many scientific and 

engineering issues.   They demonstrate how an unknown function belongs to an 

independent variable via its derivatives.   In the simplest example, a simple difference 

equation is expressed as follows: 

𝑭(𝒚, 𝒛) =
𝒅𝒚

𝒅𝒛
 

Along with an initial condition 

z(y0 )= z0 

The fourth-order Runge-Kutta method is a widely used technique to calculate the 

initial values efficiently in solving equations. It provides a good balance between accuracy 

and computational effort by estimating the slope at several points within each stage and 

combining them to get a reliable connectivity [13]. 

This depends on calculating several approximate values within each time to reduce 

local error and ensure high accuracy in the final solution. 

In the fourth order Range-Kutta method, the monopolitan values are calculated 

using the following equations: 

𝒎𝟏 = 𝒉𝒇(𝒚𝒏, 𝒛𝒏) 

𝒎𝟐 = 𝒉𝒇 (𝒚𝒏 +
𝒉

𝟐
, 𝒛𝒏 +

𝒌𝟏
𝟐
) 

𝒎𝟑 = 𝒉𝒇 (𝒚𝒏 +
𝒉

𝟐
, 𝒛𝒏 +

𝒌𝟐
𝟐
) 

𝒎𝟒 = 𝒉𝒇(𝒚𝒏 + 𝒉, 𝒛𝒏 +𝒎𝟑) 

Then the value is updated according to: 

𝒚𝒏+𝟏 = 𝒚𝒏 +
𝟏

𝟔
(𝐤𝟏 + 𝟐𝐤𝟐 + 𝟐𝐤𝟑 + 𝐤𝟒) 
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Here, hh is the size of the time phase, and (yn, zn) represents the current point. This 

method provides accurate results that can be applied in many real -world conditions [14]. 

When combined with software algorithms, it improves performance, helps analyze 

numerical errors, and allows the best possible results to reach the phase size to reach. This 

method is considered a relatively stable method, which has a good ability to handle 

nonlinear systems and equations with complex properties, which expands the scope of its 

practical applications [15]. 

The current research aims to find exact solutions for problems with time-dependent 

equations and to assess how well the MATLAB algorithm performs in solving differential 

equations using the fourth-order Runge-Kutta method, focusing on speed, accuracy, and 

overall performance 

Accordingly, the applied experimental approach was employed to achieve the 

following research objectives 

1. To use the fourth order Runge-Kutta method to solve the initial value problems in 

simple difference equations with high accuracy. 

2. 2To facilitate calculation and to implement this method in matlab to improve the 

accuracy of results. 

3. Comparing the performance of the proposed method with traditional methods in 

terms of speed and accuracy. 

4. To test the effectiveness of the matlab algorithm in applying the Runge-Kutta method 

on independent equations of moderate complexity. 

5. To ensure the compatibility of the code with the Runge-Kutta method to ensure 

accurate and reliable results in scientific and engineering applications. 

2. Materials and Methods 

Illustrative Examples 

The calculations are performed sequentially using the equation as follows: 

𝑭(𝒚, 𝒛) =
𝒅𝒚

𝒅𝒛
 

𝒛(𝒚𝟎) = 𝒛𝟎 

𝒎𝟏 = 𝒉𝒇(𝒚𝟎, 𝒛𝟎) 

𝒎𝟐 = 𝒉𝒇 (𝒚𝟎 +
𝒉

𝟐
, 𝒛𝟎 +

𝒎𝟏

𝟐
) 

𝒎𝟑 = 𝒉𝒇 (𝒚𝟎 +
𝒉

𝟐
, 𝒛𝟎 +

𝒎𝟐

𝟐
) 

𝒎𝟒 = 𝒉𝒇(𝒚𝟎 + 𝒉, 𝒛𝟎 +𝒎𝟑) 
     

In the end we find 

𝑴 =
𝟏

𝟔
(𝒎𝟏 + 𝟐𝒎𝟐 + 𝟐𝒎𝟑 +𝒎𝟒) 

Hence the approximate value 

𝒁 = 𝒛𝟎 +𝑴 

Where m is the weighted mean of (m1, m2, m3, m4) 

𝑴 =
∑  𝟒
𝒏=𝟏  𝒘𝒏𝒎𝒏

∑  𝟒
𝒏=𝟏  𝒘𝒏
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For values of n: 1, 2, 3, 4 

where h is the step size 

M1 is the slope at the start using z 

M2 is the slope at the midpoint using z, m1 

M3 is also the slope at the midpoint using z, m2 

M4 is the slope at the end of the interval using z, m3 

Analytical solution of the equation using the fourth-order Runge-Kutta method 

3y+z 

Solve the differential equation 

3yz = 
𝒅𝒚

𝒅𝒙
 

With an initial condition: 

z(0)=1 

For t=0 up to t=0.4 

with step size h=0.1 

Solution: 

The fourth-order Lagrange method is given by 

𝒛𝒏+𝟏 = 𝒛𝒏 +
𝟏

𝟔
(𝒎𝟏 + 𝟐𝒎𝟐 + 𝟐𝒎𝟑 +𝒎𝟒) 

where: 
𝒎𝟏 = 𝒉𝒇(𝒚𝒏, 𝒛𝒏) 

𝒎𝟐 = 𝒉𝒇 (𝒚𝒏 +
𝒉

𝟐
, 𝒛𝒏 +

𝒎𝟏

𝟐
) 

𝒎𝟑 = 𝒉𝒇 (𝒚𝒏 +
𝒉

𝟐
, 𝒛𝒏 +

𝒎𝟐

𝟐
) 

𝒎𝟒 = 𝒉𝒇(𝒚𝒏 + 𝒉, 𝒛𝒏 +𝒎𝟑) 

From the data: 

𝒇(𝒚, 𝒛) = 𝟑𝒚 + 𝒛, 𝒉 = 𝟎. 𝟏, 𝒚𝟎 = 𝟎, 𝒛𝟎 = 𝟏 

Step one: 

𝒎𝟏 = 𝒉𝒇(𝒚𝟎, 𝒛𝟎) = 𝟎. 𝟏 × (𝟑 × 𝟎 + 𝟏) = 𝟎. 𝟏 × 𝟏 = 𝟎. 𝟏 

𝒎𝟐 = 𝒉𝒇 (𝒚𝟎 +
𝒉

𝟐
, 𝒛𝟎 +

𝒌𝟏
𝟐
) = 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟎𝟓 + 𝟏 +

𝟎. 𝟏

𝟐
) 

= 𝟎. 𝟏 × (𝟎. 𝟏𝟓 + 𝟏 + 𝟎. 𝟎𝟓) = 𝟎. 𝟏 × 𝟏. 𝟐 = 𝟎. 𝟏𝟐 

𝒎𝟑 = 𝒉𝒇 (𝒚𝟎 +
𝒉

𝟐
, 𝒛𝟎 +

𝒎𝟐

𝟐
) = 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟎𝟓 + 𝟏 +

𝟎. 𝟏𝟐

𝟐
) 

= 𝟎. 𝟏 × (𝟎. 𝟏𝟓 + 𝟏 + 𝟎. 𝟎𝟔) = 𝟎. 𝟏 × 𝟏. 𝟐𝟏 = 𝟎. 𝟏𝟐𝟏 
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𝒎𝟒 = 𝒉𝒇(𝒚𝟎 + 𝒉, 𝒛𝟎 +𝒎𝟑) = 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟏 + 𝟏 + 𝟎. 𝟏𝟐𝟏) 

= 𝟎. 𝟏 × (𝟎. 𝟑 + 𝟏 + 𝟎. 𝟏𝟐𝟏) = 𝟎. 𝟏 × 𝟏. 𝟒𝟐𝟏 = 𝟎. 𝟏𝟒𝟐𝟏 

Update value: 

𝒛𝟏 = 𝒛𝟎 +
𝟏

𝟔
(𝒎𝟏 + 𝟐𝒎𝟐 + 𝟐𝒎𝟑 +𝒎𝟒) 

= 𝟏 +
𝟏

𝟔
(𝟎. 𝟏 + 𝟐 × 𝟎. 𝟏𝟐 + 𝟐 × 𝟎. 𝟏𝟐𝟏 + 𝟎. 𝟏𝟒𝟐𝟏) 

= 𝟏 +
𝟏

𝟔
(𝟎. 𝟏 + 𝟎. 𝟐𝟒 + 𝟎. 𝟐𝟒𝟐 + 𝟎. 𝟏𝟒𝟐𝟏) = 𝟏 +

𝟏

𝟔
(𝟎. 𝟕𝟐𝟒𝟏) = 𝟏 + 𝟎. 𝟏𝟐𝟎𝟔𝟖

= 𝟏. 𝟏𝟐𝟎𝟔𝟖 

The steps are repeated in order to: 
𝐲 = 𝟎. 𝟐, 𝟎. 𝟑, 𝟎. 𝟒 

As follows: 

𝐦𝟏 = 𝒉𝒇(𝐲𝟏, 𝐳𝟏) = 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟏 + 𝟏. 𝟏𝟐𝟎𝟔) = 𝟎. 𝟏 × (𝟎. 𝟑 + 𝟏. 𝟏𝟐𝟎𝟔)

= 𝟎. 𝟏 × 𝟏. 𝟒𝟐𝟎𝟔 = 𝟎. 𝟏𝟒𝟐𝟎𝟔 

𝐦𝟐 = 𝒉𝒇 (𝟎. 𝟏 +
𝟎. 𝟏

𝟐
, 𝟏. 𝟏𝟐𝟎𝟔 +

𝟎. 𝟏𝟒𝟐𝟎𝟔

𝟐
)

= 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟏𝟓 + 𝟏. 𝟏𝟐𝟎𝟔 + 𝟎. 𝟎𝟕𝟏𝟎𝟑)

= 𝟎. 𝟏 × (𝟎. 𝟒𝟓 + 𝟏. 𝟏𝟗𝟏𝟕𝟏) = 𝟎. 𝟏 × 𝟏. 𝟔𝟒𝟏𝟕𝟏 = 𝟎. 𝟏𝟔𝟒𝟏𝟕𝟏 

𝐦𝟑 = 𝒉𝒇 (𝟎. 𝟏 +
𝟎. 𝟏

𝟐
, 𝟏. 𝟏𝟐𝟎𝟔 +

𝟎. 𝟏𝟔𝟒𝟏𝟕𝟏

𝟐
)

= 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟏𝟓 + 𝟏. 𝟏𝟐𝟎𝟔 + 𝟎. 𝟎𝟖𝟐𝟎𝟖𝟓)

= 𝟎. 𝟏 × (𝟎. 𝟒𝟓 + 𝟏. 𝟐𝟎𝟐𝟕𝟔𝟓) = 𝟎. 𝟏 × 𝟏. 𝟔𝟓𝟐𝟕𝟔𝟓 = 𝟎. 𝟏𝟔𝟓𝟐𝟕𝟔𝟓𝟕 

𝐦𝟒 = 𝒉𝒇(𝟎. 𝟐, 𝟏. 𝟏𝟐𝟎𝟔 + 𝟎. 𝟏𝟔𝟓𝟐𝟕𝟔𝟓) = 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟐 + 𝟏. 𝟐𝟖𝟓𝟗𝟓𝟔𝟓𝟕)

= 𝟎. 𝟏 × (𝟎. 𝟔 + 𝟏. 𝟐𝟖𝟓𝟗𝟓𝟔) = 𝟎. 𝟏 × 𝟏. 𝟖𝟖𝟓𝟗𝟓𝟔𝟓 = 𝟎. 𝟏𝟖𝟖𝟓𝟗𝟓𝟔𝟓 

Value update 

𝐳𝟐 = 𝐳𝟏 +
𝟏

𝟔
(𝐦𝟏 + 𝟐𝐦𝟐 + 𝟐𝐦𝟑 +𝐦𝟒)

= 𝟏. 𝟏𝟐𝟎𝟔𝟖 +
𝟏

𝟔
(𝟎. 𝟏𝟒𝟐𝟎𝟔 + 𝟐 × 𝟎. 𝟏𝟔𝟒𝟏𝟕𝟏𝟒 + 𝟐 × 𝟎. 𝟏𝟔𝟓𝟐𝟕𝟔𝟓

+ 𝟎. 𝟏𝟖𝟖𝟓𝟗𝟓𝟔) 

= 𝟏. 𝟏𝟐𝟎𝟔𝟖 +
𝟏

𝟔
(𝟎. 𝟏𝟒𝟐𝟎𝟔 + 𝟎. 𝟑𝟐𝟖𝟑𝟒𝟐 + 𝟎. 𝟑𝟑𝟎𝟓𝟓𝟑𝟏 + 𝟎. 𝟏𝟖𝟖𝟓𝟗𝟓𝟔𝟓)

= 𝟏. 𝟏𝟐𝟎𝟔𝟖 +
𝟏

𝟔
(𝟎. 𝟗𝟖𝟗𝟓𝟓𝟗) 

= 𝟏. 𝟏𝟐𝟎𝟔𝟖 + 𝟎. 𝟏𝟔𝟒𝟗𝟐𝟔𝟔 = 𝟏. 𝟐𝟖𝟓𝟔𝟎𝟔𝟔 
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Step 3 

𝐦𝟏 = 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟐 + 𝟏. 𝟐𝟖𝟓𝟔𝟎𝟔) = 𝟎. 𝟏 × (𝟎. 𝟔 + 𝟏. 𝟐𝟖𝟓𝟔𝟎𝟔)

= 𝟎. 𝟏 × 𝟏. 𝟖𝟖𝟓𝟔𝟎𝟔 = 𝟎. 𝟏𝟖𝟖𝟓𝟔𝟎𝟔 

𝐦𝟐 = 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟐𝟓 + 𝟏. 𝟐𝟖𝟓𝟔𝟎𝟔𝟔 +
𝟎. 𝟏𝟖𝟖𝟓𝟔𝟎𝟔

𝟐
)

= 𝟎. 𝟏 × (𝟎. 𝟕𝟓 + 𝟏. 𝟐𝟖𝟓𝟔𝟎𝟔𝟔 + 𝟎. 𝟎𝟗𝟒𝟐𝟖𝟎𝟑)

= 𝟎. 𝟏 × 𝟐. 𝟏𝟐𝟗𝟖𝟖𝟔𝟗 = 𝟎. 𝟐𝟏𝟐𝟗𝟖𝟖𝟔𝟗 

𝐦𝟑 = 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟐𝟓 + 𝟏. 𝟐𝟖𝟓𝟔𝟎𝟔𝟔 +
𝟎. 𝟐𝟏𝟐𝟗𝟖𝟖𝟔𝟗𝟑

𝟐
)

= 𝟎. 𝟏 × (𝟎. 𝟕𝟓 + 𝟏. 𝟐𝟖𝟓𝟔𝟎𝟔𝟔 + 𝟎. 𝟏𝟎𝟔𝟒𝟗𝟒𝟑𝟓)

= 𝟎. 𝟏 × 𝟐. 𝟏𝟒𝟐𝟏𝟎𝟎𝟗 = 𝟎. 𝟐𝟏𝟒𝟐𝟏𝟎𝟎𝟗 

𝐦𝟒 = 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟑 + 𝟏. 𝟐𝟖𝟓𝟔𝟎𝟔 + 𝟎. 𝟐𝟏𝟒𝟐𝟏𝟎𝟎𝟗)

= 𝟎. 𝟏 × (𝟎. 𝟗 + 𝟏. 𝟒𝟗𝟗𝟖𝟏𝟔𝟕) = 𝟎. 𝟏 × 𝟐. 𝟑𝟗𝟗𝟖𝟏𝟔𝟕

= 𝟎. 𝟐𝟑𝟗𝟗𝟖𝟏𝟔 

Value update 

𝐳𝟑 = 𝐳𝟐 +
𝟏

𝟔
(𝐦𝟏 + 𝟐𝐦𝟐 + 𝟐𝐦𝟑 +𝐦𝟒)

= 𝟏. 𝟐𝟖𝟓𝟔𝟎𝟔𝟔 +
𝟏

𝟔
(𝟎. 𝟏𝟖𝟖𝟓𝟔𝟎𝟔 + 𝟐 × 𝟎. 𝟐𝟏𝟐𝟗𝟖𝟖𝟔𝟗 + 𝟐 × 𝟎. 𝟐𝟏𝟒𝟐𝟏𝟎𝟎𝟗

+ 𝟎. 𝟐𝟑𝟗𝟗𝟖𝟏𝟔) 

= 𝟏. 𝟐𝟖𝟓𝟔𝟎𝟔 +
𝟏

𝟔
(𝟎. 𝟏𝟖𝟖𝟓𝟔𝟎𝟔 + 𝟎. 𝟒𝟐𝟓𝟗𝟕𝟕𝟑𝟖 + 𝟎. 𝟒𝟐𝟖𝟒𝟐𝟎𝟏𝟗 + 𝟎. 𝟐𝟑𝟗𝟗𝟖𝟏𝟔𝟕)

= 𝟏. 𝟐𝟖𝟓𝟔𝟎𝟔𝟔 +
𝟏

𝟔
(𝟏. 𝟐𝟖𝟐𝟗𝟑𝟗) 

= 𝟏. 𝟐𝟖𝟓𝟔𝟎𝟔𝟔 + 𝟎. 𝟐𝟏𝟑𝟖𝟐𝟑 = 𝟏. 𝟒𝟗𝟗𝟒𝟐𝟗 

Step four: 

𝐦𝟏 = 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟑 + 𝟏. 𝟒𝟗𝟗𝟒𝟐𝟖𝟗) = 𝟎. 𝟏 × (𝟎. 𝟗 + 𝟏. 𝟒𝟗𝟗𝟒𝟐𝟖𝟗)

= 𝟎. 𝟏 × 𝟐. 𝟑𝟗𝟗𝟒𝟐𝟖𝟗 = 𝟎. 𝟐𝟑𝟗𝟗𝟒𝟐𝟖𝟗 

𝐦𝟐 = 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟑𝟓 + 𝟏. 𝟒𝟗𝟗𝟒𝟐𝟖𝟗 +
𝟎. 𝟐𝟑𝟗𝟗𝟒𝟐𝟖𝟗

𝟐
)

= 𝟎. 𝟏 × (𝟏. 𝟎𝟓 + 𝟏. 𝟒𝟗𝟗𝟒𝟐𝟖𝟗 + 𝟎. 𝟏𝟏𝟗𝟖𝟕𝟏𝟓) = 𝟎. 𝟏 × 𝟐. 𝟔𝟔𝟖𝟒𝟎𝟏𝟒

= 𝟎. 𝟐𝟔𝟔𝟖𝟒𝟎𝟏𝟒 

𝐦𝟑 = 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟑𝟓 + 𝟏. 𝟒𝟗𝟗𝟒𝟐𝟗 +
𝟎. 𝟐𝟔𝟔𝟗𝟒𝟎𝟏𝟒

𝟐
)

= 𝟎. 𝟏 × (𝟏. 𝟎𝟓 + 𝟏. 𝟒𝟗𝟗𝟒𝟐𝟗𝟗 + 𝟎. 𝟏𝟑𝟑𝟒𝟕𝟎𝟕) = 𝟎. 𝟏 × 𝟐. 𝟔𝟖𝟐𝟖𝟗𝟗𝟕

= 𝟎. 𝟐𝟔𝟖𝟐𝟖𝟗𝟗𝟕 
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𝐦𝟒 = 𝟎. 𝟏 × (𝟑 × 𝟎. 𝟒 + 𝟏. 𝟒𝟗𝟒𝟐𝟗𝟗 + 𝟎. 𝟐𝟔𝟖𝟐𝟖𝟗𝟗𝟕) = 𝟎. 𝟏 × (𝟏. 𝟐 + 𝟏. 𝟕𝟔𝟕𝟕𝟏𝟗𝟗)

= 𝟎. 𝟏 × 𝟐. 𝟗𝟔𝟕𝟕𝟏𝟗𝟗 = 𝟎. 𝟐𝟗𝟔𝟕𝟕𝟏𝟗 

Value update 

𝐳𝟒 = 𝐳𝟑 +
𝟏

𝟔
(𝒌𝟏 + 𝟐𝒌𝟐 + 𝟐𝒌𝟑 + 𝒌𝟒)

= 𝟏. 𝟒𝟗𝟗𝟒𝟐𝟖𝟗 +
𝟏

𝟔
(𝟎. 𝟐𝟑𝟗𝟗𝟒𝟐𝟖𝟗 + 𝟐 × 𝟎. 𝟐𝟔𝟔𝟖𝟒𝟎𝟏𝟒

+ 𝟐 × 𝟎. 𝟐𝟔𝟖𝟐𝟖𝟗𝟗𝟗𝟕 + 𝟎. 𝟐𝟗𝟔𝟕𝟕𝟏𝟖𝟗) 

= 𝟏. 𝟒𝟗𝟗𝟒𝟐𝟗𝟗 +
𝟏

𝟔
(𝟎. 𝟐𝟑𝟗𝟗𝟒𝟐𝟗𝟗 + 𝟎. 𝟓𝟑𝟑𝟖𝟎𝟐𝟖 + 𝟎. 𝟓𝟑𝟔𝟓𝟕𝟗𝟗 + 𝟎. 𝟐𝟗𝟔𝟕𝟕𝟏𝟗𝟗)

= 𝟏. 𝟒𝟗𝟗𝟒𝟐𝟗 +
𝟏

𝟔
(𝟏. 𝟔𝟎𝟕𝟏𝟕𝟓𝟓) 

= 𝟏. 𝟒𝟗𝟗𝟒𝟐𝟗 + 𝟎. 𝟐𝟔𝟕𝟖𝟔𝟐𝟓 = 𝟏. 𝟕𝟔𝟕𝟐𝟗𝟐𝟒 

Solution using the MATLAB algorithm: 

Figures 1, 2, AND 3 show the MATLAB algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. The first part of the MATLAB algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The second part of the MATLAB algorithm. 
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Figure 3. The third part of the MATLAB algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Final part of the algorithm. 

3. Results and Discussion 

The final solutions to the study sample equation were compiled using either the 

analytical method or the MATLAB algorithm, as shown in Table 1 and Table 2.  

Table 1. Analytical solution to the study sample equation. 

I Yi Zi 

0 0.0 1.0 

1 0.1 1.123 

2 0.2 1.312 

3 0.3 1.643 

4 0.4 2.461 
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Table 2. Solution using MATLAB simulation. 

I Yi Zi 

0 0.0 1.0 

1 0.1 1.117 

2 0.2 1.296 

3 0.3 1.601 

4 0.4 2.291 

 

Figures 4, 5, and 6 show the graph of the analytical solution and the solution using 

the algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. The analytical solution of the study sample equation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. The solution using MATLAB for the study sample equation. 
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Figure 6. Comparative solution. 

 

Error analysis and comparison between the two solution methods 

By the initial value equation 

𝒅𝒛

𝒅𝒚
= 𝒇(𝒚, 𝒛), 𝒛(𝒚𝟎) = 𝒛𝟎 

Through the basic equation of Rang Kuta 

𝒛𝒏+𝟏 = 𝒛𝒏 +
𝟏

𝟔
(𝒎𝟏 + 𝟐𝒎𝟐 + 𝟐𝒎𝟑 +𝒎𝟒) + 𝑶(𝒉𝟓) 

Where 

𝑚1 = ℎ𝑓(𝑦𝑛 , 𝑧𝑛) 

𝑚2 = ℎ𝑓 (𝑦𝑛 +
ℎ

2
, 𝑦𝑛 +

𝑚1

2
) 

𝑚3 = ℎ𝑓 (𝑦𝑛 +
ℎ

2
, 𝑧𝑛 +

𝑘2
2
) 

𝑚4 = ℎ𝑓(𝑦𝑛 + ℎ, 𝑧𝑛 +𝑚3) 

Local error per step: 

err ≈ 𝐶ℎ5 

And so 

𝒚(𝒙𝟎 + 𝒉) = 𝒑 + 𝑪𝒉𝟓. . . . . . . . . . . . . . . . . . . . . . . ..  (1) 

𝒚(𝒙𝟎 + 𝒉) = 𝒓 + 𝑪(
𝒉

𝟐
)
𝟓

= 𝒓 +
𝑪𝒉𝟓

𝟑𝟐
   …………………. (2) 

By subtracting the two equations, we get: 

𝑝 − 𝑟 = 𝐶ℎ5 −
𝐶ℎ5

32
=
31

32
𝐶ℎ5 

Then the local error is estimated according to the relationship: 

err ≈
𝑝 − 𝑟

31
32

=
32

31
(𝑝 − 𝑟) 
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Finding the local error using MATLAB, as shown in Table 4. 

 

Table 4. Local error using MATLAB. 

N Yi Solution using MATLAB Exact solution Error 

0 0.0 1.0 1.0 0.0 

1 0.1 1.1 1.1 0.007 

2 0.2 1.2 1.3 0.017 

3 0.3 1.6 1.6 0.042 

4 0.4 2.2 2.4 0.169 

 

4. Conclusion 

This research has resolved the study sample differential equation using the traditional 

Runge-Kutta method, as well as the programmatic method using the Matlab algorithm. 

The error rate of both methods was studied. The results showed that both solution 

methods were identical in the initial condition. As the step value decreases, the error rate 

decreases and the accuracy of the solution may be increased by choosing smaller steps. 

The use of Matlab algorithms saves time and provides high accuracy in the solution. 
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