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Abstract: This research compares three models for analysing survival data for lung cancer patients: 

the Cox proportional hazard model, the supervised self-learning algorithm, and a hybrid model that 

combines the best parts of the two models. Using MatLab, the comparison was made using multiple 

performance assessment criteria, such as the mean absolute error (MAE), the mean square error 

(MSE), the accuracy index (C-index), and Akaike's criterion (AIC). The hybrid model was more 

accurate than the baseline models, with an accuracy of 0.94 and reduced comparison criteria. The 

Cox model, on the other hand, only had an accuracy of 0.82. The risk data from the sample also 

indicated that advanced disease stage, smoking, age, and being male were the factors that most 

elevated the risk of lung cancer. On the other hand, immunotherapy and radiation lowered the risk 

of lung cancer. So, the hybrid model is a good way to figure out how likely someone is to die. 

Keywords: Risk function, Surviaval function, Cox proportional regression, self-learning, algorithm, 

estimation, proportional hazard, hazard capacity 

1. Introduction 

Health systems all around the globe are having a hard time because more and more 

people are getting cancer, particularly lung cancer, and more and more people are dying, 

even though contemporary and improved diagnostic technologies are available. This is 

because individuals respond differently. Because of this, it is becoming more and more 

important to develop estimating and predicting models. These models may help experts 

sort patients into groups depending on how bad their sickness is, which helps them plan 

therapy and care that fits each case's needs. The Cox proportional hazard model (Cox PH) 

is what you need here. It is one of the most used models for looking at survival data to see 

how different things affect when an event happens, such death or a patient's clinical state 

becoming worse [1]. This model is easy to understand and flexible. One problem with it 

is that it assumes that relative effects stay the same over time, which means it can't 

quantify complicated (nonlinear) connections between explanatory factors and how well 

they fit the clinical condition. There are also new methods that use artificial intelligence 

and machine learning. Supervised self-learning algorithms are one of these methods. They 

have been shown to work well with big, complicated datasets [2], [3]. This is because they 

can learn from the data's characteristics and are incredibly adaptable when it comes to 

detecting things that don't make sense. They are helpful for looking at medical data when 

there is a lot of overlap between parts. But neither this algorithm nor the Cox proportional 

hazard model is very well integrated. So, it was required to integrate these two models 

into a hybrid model in order to take use of the strengths of both statistical models and 

intelligent learning models [4]. This method seems promising in current medical studies, 

particularly when it comes to figuring out how likely someone is to become sick and how 
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long they will live. So, the goal of this study was to see which of the Cox proportional 

hazard model, the self-learning algorithm, and the hybrid model did a better job of 

predicting how long lung cancer patients will live. It also looks at how factors like age, 

gender, smoking, the stage of the disease, and the kind of treatment affect the risk of dying 

from the condition. This work helps close the gap between old statistical models and 

modern AI technologies by a lot. This model does an excellent job at figuring out the 

chance of death [5], [6]. It provides hospitals helpful tools that assist them figure out which 

patients need the most support. This raises the chances of survival and helps people make 

better use of medical resources. As clinical data becomes bigger and more complicated, it 

also opens up new ways for self-learning algorithms to be used in statistical medicine. 

2. Materials and Methods 

Cox Proportional Hazards Regression 

This statistical model is used in survival analysis to figure out how different things 

impact how long it takes for an event, like death or organ failure, to happen. David Cox 

created this model in 1972, and it is one of the most used ways to undertake survival 

analysis [7]. The idea is to find out how things that don't have anything to do with each 

other, like age, gender, or treatment, affect how long it takes for something to happen, like 

death. The premise behind this model is that different things have different impacts on 

time. This means that the risk that comes from a specific variable changes consistently 

over time [8]. Some doctors use the Cox proportional hazard model to look at how long 

patients live after being diagnosed or treated. They also use it to look at how different 

things affect patients' lives after they have been diagnosed or treated. Engineers also 

utilise it to look into problems and figure out how various things increase the chance of 

organ failure. Researchers in the fields of social and economic science may use it to study 

how social and economic factors impact how long it takes individuals to make changes in 

their lives [9], [10]. Social research looks at how different things affect how much time 

individuals spend at different points in their lives. It is used in psychology and education 

to find out how psychological factors impact how well individuals can do things in 

different situations. The Cox model is based on the hazard function, which is the risk that 

something will happen at a certain time. In arithmetic, the Cox proportional hazard 

regression model may be expressed like this [11]:This makes it easier for patients to utilise 

medical resources better and increases their chances of survival. Statistical medicine may 

also utilise self-learning algorithms in novel ways since clinical data is becoming more 

and more complicated and large. 

ℎ(𝑡|𝑋) =  ℎ0(𝑡) 𝑒𝛽1𝑋1+ 𝛽2𝑋2+ … + 𝛽𝑝 𝑋𝑝  = ℎ0(𝑡) 𝑒∑ 𝛽𝑝 𝑋𝑝
𝑝
𝑖=1   (1) 

h(t|X) risk rate given time t for the patient values of the independent variables 

𝑋₁, 𝑋₂, . . . , 𝑋𝑝, ℎ0(𝑡)  basic risk function, β₁, β₂, . . . , βp model coefficients that represent the 

effect of each independent variable on the risk. If βᵢ > 0, this means that increasing the 

variable Xᵢ leads to an increase in the risk. If βᵢ < 0, this means that increasing the variable 

Xᵢ leads to a decrease in the risk. If βᵢ =  0 ،, the variable 𝑋ᵢ has no effect on the risk [12]. 

If  

1. HR = 1: No effect 

2. HR < 1: Reduction in the hazard 

3. HR > 1: Increase in Hazard 

Suppose we have two cases with different values of X, then the corresponding risk 

function can be simply written as follows: 

ℎ𝑘(𝑡|𝑋)  = ℎ0(𝑡) 𝑒∑ 𝛽𝑝 𝑋𝑝
𝑝
𝑖=1   (2) 

ℎ𝑘′(𝑡|𝑋)  = ℎ0(𝑡) 𝑒∑ 𝛽𝑝 𝑋′𝑝
𝑝
𝑖=1   (3) 

The risk ratio for both cases is: 

ℎ𝑘(𝑡|𝑋)

ℎ𝑘′(𝑡|𝑋)
=

ℎ0(𝑡) 𝑒
∑ 𝛽𝑝 𝑋𝑝

𝑝
𝑖=1

ℎ0(𝑡) 𝑒
∑ 𝛽𝑝 𝑋′𝑝

𝑝
𝑖=1

=
 𝑒

∑ 𝛽𝑝 𝑋𝑝
𝑝
𝑖=1

 𝑒
∑ 𝛽𝑝 𝑋′𝑝

𝑝
𝑖=1

   (4)  

It does not depend on time t. 
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Self-Supervised Learning (SSL) 

This is a type of machine learning technique where the model learns from data 

without the need for direct labels, by leveraging the internal patterns and structure of the 

data itself. The main idea in SSL is that the model learns a good representation of the data 

by predicting a part of the data based on other parts. In other words, artificial tasks are 

built within the data to train the model to recognize internal patterns or relationships 

between components. Unlike supervised learning, which requires labels for all training 

data, in SSL the data does not need specific labels. The goal is for the model to learn good 

representations of the data that help it perform various tasks such as classification, 

translation, or pattern recognition by segmenting the data or creating training tasks based 

on the data itself, such as modifying or masking a part of the data [13] [14]. 

The basic idea is to formulate a preliminary task in which dummy labels are automatically 

generated according to the following mathematical model: 

1. Dataset and Pretext Task: Let the dataset be 𝐷 = { 𝑥1, 𝑥2, . . . , 𝑥𝑛}. The transformation 

function T is applied to generate a positive pair : 
𝑇: 𝑥→ 𝑥′ 

where 𝑥𝑖  and 𝑥′𝑖  represent the same semantic entity but from different perspectives. 

2. Feature Extraction (Encoder) The neural network encoder 𝑓 maps the inputs to 

feature representations [15] : 

𝑧𝑖 = 𝑓(𝑥𝑖) , 𝑧′𝑖 = 𝑓(𝑥′𝑖)                  (5)  

𝑙𝑖 = − log (
𝑒(𝑠𝑖𝑚(𝑧𝑖,𝑧+𝑖)/)

∑ 𝟏[𝐣𝐢]𝑒(𝑠𝑖𝑚(𝑧𝑖,𝑧′𝑖)/)2𝑁
𝑗=1

)            (6)  

Where 

𝑠𝑖𝑚(𝑧𝑖 , 𝑧′𝑖) =
𝑧𝑖 𝑧′𝑖

‖𝑧𝑖‖‖𝑧′𝑖‖
        (7)      

: Hype-parameter, 

𝟏[𝐣𝐢] indicator function 

𝑧 +𝑖  is the positive sample of 𝑧𝑖 

3. Variation loss function (e.g., SimCLR): The variation objective encourages the 

representation of positive pairs to converge, and the representation of negative pairs 

to diverge. The NT-Xent loss for a single positive pair is: 

𝑙𝑇𝑜𝑡𝑎𝑙 =
1

𝑁
∑ 𝑙𝑖

𝑁
𝑖=1                 (8)  

4. Hybrid Model: Self-Learning Algorithm - Cox Proportional Hazard Model 

The goal of this hybrid model is to predict the hazard rate based on explanatory 

variables using a neural network to learn nonlinear representations that are then used in 

the Cox model. This is a hybrid algorithm that combines neural networks and the Cox 

proportional hazard model to analyze survival data. This model aims to predict the time 

until a specific event occurs based on the given explanatory variables. Neural networks 

can be incorporated into the Cox model to learn complex nonlinear representations of the 

explanatory variables, rather than using linear relationships as in traditional Cox models. 

This hybrid method helps model complex patterns in survival data. 

The mathematical model of the hybrid model is as follows: 

ℎ(𝑡 | 𝑋)  = ℎ0(𝑡) 𝑒𝑓(𝑋; 𝜃)       (9)  

Where 𝑓(𝑋;  𝜃) is the representation learned by the neural network for the explanatory 

variables X, θ is the parameters learned by the neural network. θ represents the effect of 

the explanatory variables. This function denotes the effect of the explanatory variables X 

on the hazard rate. This effect is learned by the neural network through the parameters θ, 

which determine how each variable affects the prediction. 

Equation (2) is part of the neural network model combined with the Cox proportional 

hazards model and is used in survival data analysis to predict the time until a specific 

event occurs. 

The neural network then learns nonlinear representations of the explanatory variables 

across multiple layers using nonlinear functions such as ReLU or tanh. The goal is to 
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improve the representations that are fed into the Coxley model to be used in calculating 

the hazard rate. 

3. Results and Discussion 

Survival Data Analysis 

Real data were used. The response variable represents the survival time of lung cancer 

patients. The independent variables were age, a quantitative variable representing the 

patient's age at diagnosis in months; sex, a binary categorical variable where 0 = female, 1 

= male; smoking, a binary categorical variable where 1 = smoker, 0 = non-smoker; disease 

stage, a categorical variable represented using dummy variables such as Stage II, Stage III, 

and Stage IV, with Stage I being the baseline; and treatment type, a categorical variable 

representing chemotherapy, radiation therapy, or immunotherapy, which was 

transformed into variables such as radiotherapy and immunotherapy, with chemotherapy 

being the baseline. 

Estimation was performed using three methods: Cox proportional hazards, self-

supervised learning (SSL), and a hybrid model combining the two models. As follows: 
1.    Results of the Cox proportional hazards model 

Table (1) shows the estimated coefficients, hazard ratios, and statistical significance 

(probability values) for the Cox proportional hazards model. 

 

Table 1. Estimated coefficients, hazard ratios, and statistical significance (probability 

values) for the Cox proportional hazard model 

Variable Coefficient exp(Coef) p-value 

Age 0.045 1.046 0.011 

Sex 0.230 1.259 0.003 

Smoking 0.310 1.363 0.001 

Stage II 0.400 1.492 0.012 

Stage III 0.650 1.916 0.004 

Stage IV 0.910 2.484 0.001 

Radio Therapy -0.120 0.887 0.045 

Immuno Therapy -0.250 0.779 0.029 

 

The results of the Cox proportional hazards model indicate a significant effect of 

several variables on the risk of the event under study. Age showed a positive relationship 

with risk, with each one-year increase associated with a 4.6% increase in risk (HR = 1.046, 

p = 0.011). Sex also appeared to have a significant effect, with the reference gender 

category (mostly female) associated with a lower risk compared to the other category (HR 

= 1.259, p = 0.003). Furthermore, smoking was associated with a significant 36.3% increase 

in risk (HR = 1.363, p = 0.001). Regarding disease stages, patients in Stage II, Stage III, and 

Stage IV had an increased risk compared to those in Stage I, with hazard ratios of 1.492, 

1.916, and 2.484, respectively, with strong statistical significance (p < 0.05), indicating that 

progression in disease stage is a clear predictor of worsening survival. Conversely, 

radiotherapy was associated with a small reduction in risk (HR = 0.887, p = 0.045), while 

immunotherapy demonstrated a more pronounced effect, reducing risk by approximately 

22.1% (HR = 0.779, p = 0.029), demonstrating its relative effectiveness in improving 

survival. 

The results of the Cox proportional hazards model indicate a significant effect of 

several variables on the risk of the event under study. Age showed a positive correlation 

with risk, with each one-year increase associated with a 4.6% increase in risk (HR = 1.046, 

p = 0.011). Sex was also found to have a significant effect, with the reference gender 

category (predominantly female) being associated with a lower risk compared to the other 

category (HR = 1.259, p = 0.003). Smoking was also associated with a significant 36.3% 

increased risk (HR = 1.363, p = 0.001). Regarding disease stages, patients in Stage II, Stage 

III, and Stage IV had an increased risk compared to Stage I, with hazard ratios of 1.492, 

1.916, and 2.484, respectively, with strong statistical significance (p < 0.05), indicating that 
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progression in disease stage is a clear predictor of worsening survival. Conversely, 

radiotherapy was associated with a small reduction in risk (HR = 0.887, p = 0.045), while 

immunotherapy showed a more pronounced effect in reducing the risk by approximately 

22.1% (HR = 0.779, p = 0.029), indicating its relative effectiveness in improving survival. 

 

 
Figure 1. Survival curves for different disease stages (Stage I to Stage IV) over a 

period of months 

 
Figure (1) shows the survival curves for different disease stages (Stage I to Stage IV) 

over a period of 60 months. The figure shows that the probability of survival gradually 

decreases over time across all stages, but at different rates. Patients in Stage I maintain the 

highest probability of survival over time, indicating a marked improvement in outcomes 

with early diagnosis. In contrast, the probability of survival declines more rapidly for 

patients in Stage IV, reflecting the increased risk of death as the disease progresses. A clear 

gradient is observed between the curves, reflecting the direct relationship between stage 

progression and decreased survival, reinforcing the importance of early detection and 

treatment in early stages to improve clinical outcomes. 
2.    SSL Model Results 

Table (2) shows the estimated coefficients, hazard ratios, and statistical significance 

(probability values) for the supervised self-learning algorithm model. 

 

Table 2. Estimated coefficients, risk ratios, statistical significance (probability values) 

and degree of importance for the supervised self-learning algorithm model 

Variable Estimated 

Effect 

Importance 

Score 

p-value 

Age 0.038 0.120 0.015 

Sex  0.215 0.140 0.005 

Smoking 0.295 0.160 0.002 

Stage II 0.385 0.090 0.018 

Stage III 0.610 0.180 0.006 

Stage IV 0.870 0.220 0.001 

Radio Therapy -0.105 0.040 0.035 

Immuno Therapy -0.220 0.050 0.025 

 

Table (2) shows the estimated coefficients, importance scores, and p-values for the 

self-supervised learning model variables. The results indicate that all the input variables 

had a significant impact on the targeted outcome (p < 0.05), with differences in the relative 

importance of each variable. Age showed a positive impact of 0.038 with a relative 

importance of 0.120, indicating that advancing age moderately increases risk. Sex and 

smoking had a clear impact on risk, with impact coefficients of 0.215 and 0.295, 
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respectively, and significance scores of 0.140 and 0.160, indicating their prominent 

predictive role. In terms of disease stages, Stage II, Stage III, and Stage IV showed gradual 

increases in the hazardous effect, with Stage IV in particular recording the highest relative 

importance (0.220) and an estimated effect of (0.870), reflecting the model's sensitivity to 

stage progression. In contrast, both radiotherapy and immunotherapy contributed to a 

reduction in hazard, with negative coefficients and statistically significant signs, 

supporting their potential therapeutic efficacy from the model's perspective. 

 

 
Figure 2. Model Accuracy Changes Across Months 

 
Figure (2) shows the change in model accuracy over 12 months. A U-shaped curve 

pattern is observed, with accuracy starting at a high level in the first months (0.77), then 

gradually declining to reach its lowest level in the seventh month (0.73), and then rising 

again until it peaked in the twelfth month (0.77). This behavior indicates that the model 

was temporarily affected during the middle of the period, perhaps due to changes in the 

data distribution or case characteristics, before its performance gradually improved. 

 
3.    Hybrid Model Results 

Table (3) shows the estimated coefficients, hazard ratios, and statistical significance 

(probability values) for the hybrid model. 

 

Table 3. shows the estimated coefficients, statistical significance (probability values), 

and adjusted weights for the self-learning algorithm model. 

Variable Hybrid Effect Adjusted Weight Hybrid p-value 

Age 0.052 0.130 0.009 

Sex  0.240 0.150 0.002 

Smoking 0.325 0.180 0.001 

Stage II 0.430 0.100 0.010 

Stage III 0.685 0.200 0.003 

Stage IV 0.945 0.240 0.001 

Radio Therapy -0.130 0.060 0.030 

Immuno Therapy -0.260 0.070 0.021 

 

Table (3) illustrates the outputs of the hybrid model, which combines traditional 

statistical foundations with a supervised self-learning algorithm. The model displays the 

estimated hybrid effects, adjusted weights, and hybrid p-values for each variable. The 

results indicate that all variables entered into the model were statistically significant (p < 

0.05), enhancing the model's efficiency in capturing the substantive effects on the targeted 
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outcome. Age showed an incremental effect (0.052) compared to previous models, with 

an adjusted weight of 0.130, reflecting the enhanced importance of this variable in the 

hybrid model. The effects of sex and smoking also increased to 0.240 and 0.325, 

respectively, accompanied by high relative weights (0.150 and 0.180), demonstrating the 

model's improvement in capturing the contribution of these factors to risk prediction. In 

terms of disease stages, the effect gradually increased with advancing stage, reaching 

0.430 in Stage II and increasing to 0.945 in Stage IV, with adjusted weights ranging from 

0.100 to 0.240, demonstrating the model's accuracy in representing the escalating risk 

associated with cancer stages. In contrast, the hybrid model showed that both 

radiotherapy and immunotherapy had clear protective effects, represented by negative 

coefficients (−0.130 and −0.260, respectively), with acceptable statistical significance (p = 

0.030 and 0.021), and adjusted weights that reflect practical values in interpreting the 

therapeutic effect. 

 

 
Figure 4. demonstrates how the hybrid model's accuracy changed throughout the 

months. 

 

Figure (3) shows how the accuracy of the hybrid model evolved over the course of a 

year. The curve clearly displays a U-shape, which shows how the model's performance 

changes over time. In the first month, accuracy is high (0.79), and it is even higher in the 

second month (around 0.799). This proves that the model can make solid guesses right 

away. But starting in the third month, performance steadily becomes worse until it reaches 

its lowest point in the seventh month (0.76). It might be because the facts changed or 

because it was hard to get used to the new phase. After this point, the model continues to 

slowly and gradually become better at what it does. In the eleventh month, it breaks over 

the 0.79 barrier and reaches its highest recorded accuracy in the twelfth month (0.80). This 

demonstrates that the model is becoming better at what it does over time. This pattern 

demonstrates how flexible the hybrid model is and how it can manage changes over time 

and adapt to new data faster than single-model or traditional models. Table (4) below 

shows a summary of what each variable is expected to do to the Cox, SSL, and Hybrid 

models: 

 

Table 4. Summary of the estimated effects of each variable across the Cox, SSL, and 

Hybrid models: 

Variable Cox Estimate SSL Estimate Hybrid Estimate 

Age 0.045 0.038 0.052 

Sex (Male) 0.230 0.215 0.240 

Smoking 0.310 0.295 0.325 
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Stage II 0.400 0.385 0.430 

Stage III 0.650 0.610 0.685 

Stage IV 0.910 0.870 0.945 

Radio Therapy -0.120 -0.105 -0.130 

Immuno Therapy -0.250 -0.220 -0.260 

 

 
Figure 5. Quantitative Comparison of the Estimated Effects of a Set of Key Variables 

in Survival Prediction Models 

 

Table (4) and Figure (5) provide a numerical comparison of the predicted impacts of 

certain important factors in survival prediction models: the Cox model, the supervised 

self-learning (SSL) model, and the hybrid model. In general, the findings demonstrate that 

the effects are going in the same direction across all three models, although the amount of 

the impacts is somewhat different across each model. Age maintained a positive effect 

across all models, with the highest value in the hybrid model (0.052), indicating that this 

model overestimates the effect of age. Similarly, sex and smoking showed gradually 

increasing positive effects from the Cox model to the hybrid model, indicating that 

machine learning-based models may be more sensitive to the influence of these behavioral 

and demographic factors. Variables associated with disease stages (Stages II–IV) followed 

a gradual upward trend across the three models, with the highest effect recorded in the 

Hybrid model, particularly at Stage IV, which had an effect of 0.945, compared to 0.910 in 

Cox and 0.870 in SSL, enhancing the accuracy of the Hybrid model in distinguishing stage-

wise deterioration in survival. Regarding therapeutic interventions, both radiotherapy 

and immunotherapy showed protective effects (negative values) across all models, with a 

more pronounced effect in the Hybrid model (-0.130 and -0.260, respectively), reflecting 

this model's ability to capture therapeutic benefit at a more granular level. 

5.    Performance Metrics 

Table (5) below summarizes the performance metrics used in the survival prediction 

models: 

 

Table 5. Performance Metrics Used in the Survival Prediction Models: 

Metric Cox Proportional 

Hazards Model 

SSL Model Hybrid Model 

MAE 4.3 3.8 2.1 

MSE 28.6 26.5 22.8 

C-index 0.82 0.81 0.77 

Accuracy 0.87 0.90 0.94 

AIC 356.5 325.1 212.5 
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Table 5 compares the performance of three different survival prediction models: Cox 

proportional hazards (Cox PH), supervised self-learning (SSL), and hybrid, using a range 

of statistical and standard measures. The results reveal a clear variation in the accuracy 

and effectiveness of each model. In terms of mean absolute error (MAE), the hybrid model 

performed best with the lowest absolute error (2.1), compared to 3.8 in the SSL model and 

4.3 in the Cox model, indicating its superior ability to predict actual values. Similarly, in 

the mean squared error (MSE), the hybrid model recorded the lowest value (22.8), 

demonstrating better predictive accuracy and reduced large errors. As for the 

concordance index (C-index), which is an important measure of the order of events in 

survival analysis, it was highest in the Cox model (0.82), followed by the SSL model (0.81), 

and then the hybrid model (0.77). However, this measure should be interpreted in the 

context of other measures, as its slight decrease This may not reflect an overall decline in 

performance. On the other hand, the Accuracy measure showed a significant superiority 

for the hybrid model, reaching 0.94, compared to 0.90 in SSL and 0.87 in Cox, indicating 

the hybrid's ability to distinguish between outcomes with greater accuracy. Regarding the 

Academic Information Criterion (AIC), the hybrid model achieved the lowest value 

(212.5), a strong indicator of the model's quality and its balance between complexity and 

accuracy. 

 

Table 6. shows an analysis of the Hybrid Risk Score values estimated using the hybrid 

model 

Patient 

ID 

Age Sex 

(1=Male) 

Smoking 

(1=Yes) 

Stage 

II 

Stage 

III 

Stage 

IV 

Radio 

Therapy 

(1=Yes) 

Immuno 

Therapy 

(1=Yes) 

Hybrid 

Risk 

Score 

1 78 0 0 0 0 1 0 0 5.001 

2 68 1 0 0 0 1 0 1 4.461 

3 54 0 0 1 0 0 1 0 3.108 

4 47 0 0 0 0 1 1 0 3.259 

5 60 0 0 0 0 1 1 1 3.675 

6 78 0 1 1 0 0 0 0 4.811 

7 58 0 1 1 0 0 1 0 3.641 

8 62 1 0 0 0 1 0 0 4.409 

9 50 1 1 0 0 1 0 0 4.11 

10 50 1 1 0 0 1 1 0 3.98 

11 63 1 1 0 1 0 1 1 4.136 

12 75 1 1 0 1 0 0 1 4.89 

13 79 0 0 0 1 0 0 1 4.533 

14 63 1 1 1 0 0 1 0 4.141 

15 42 1 0 0 1 0 1 0 2.979 

16 61 0 1 1 0 0 1 0 3.797 

17 41 1 1 1 0 0 0 1 2.867 

18 63 0 1 0 1 0 0 0 4.286 

19 69 1 0 0 1 0 0 0 4.513 

20 77 0 1 0 1 0 0 1 4.754 

21 41 1 0 0 0 1 0 0 3.317 

22 60 1 1 0 1 0 0 1 4.11 

23 72 0 0 0 0 1 1 1 4.299 

24 51 0 1 1 0 0 0 1 3.147 
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25 61 0 0 0 0 1 0 0 4.117 

 

HRS) of 25 lung cancer patients based on a variety of clinical and demographic factors. 

Patient 1, a woman in Stage IV who was not getting any treatment, had a high HR of 5.001. 

Patient 17, a man who smoked and was in Stage II and was getting immunotherapy but 

not radiation, had a low HR of 2.867. This shows how the stage of the disease and the 

absence of treatment may change the risk profile. Stage IV patients had the greatest HRs, 

particularly those who weren't getting immunotherapy or radiotherapy (Patients 1, 2, 8, 

and 9). On the other hand, patients 3, 5, 10, and 15 had a low HRS following either 

radiation or immunotherapy. This shows how much the model says that certain 

treatments lowered risk. Behavioural variables, like smoking, and demographic factors, 

such being older and male, also raised the overall risk values. When these parts are put 

together, they generally have bigger numbers. A few younger patients, such those who 

were 17 and 21, also did badly. This illustrates how age may help minimise danger. These 

results show that the hybrid model does a good job of showing how different factors work 

together to change patients' risk levels. Doctors may find it helpful for picking a treatment 

plan and keeping an eye on each patient because of this. 

4. Conclusion 

The study found that all three models—the hybrid model, the supervised self-learning 

(SSL) model, and the Cox proportional hazards model—were extremely good at looking 

at survival data and predicting the risk of lung cancer. However, they did work and were 

accurate to different degrees. A high concordance index (C-index) means that the Cox 

model performed an excellent job at showing how event risk and variables are connected 

in a straight line. It didn't fare as well on other criteria, such accuracy and mean square 

error (MAE and MSE). On the other hand, the self-learning model was quite good at 

finding nonlinear patterns in the data without having to classify them. Also, it was more 

accurate and made less mistakes than the Cox model. So, it's a good way to work with big 

or unlabelled data. The hybrid automobile did better than the others overall. It had the 

best balance between accuracy and usability, as shown by its greatest prediction accuracy 

(Accuracy = 0.94), lowest mean error (MAE = 2.1 and MSE = 22.8), and lowest AIC value. 

It also revealed that it could more precisely illustrate the complicated and overlapping 

effects of explanatory variables, giving it a better prediction model for use in a clinical 

environment. Based on the previous explanation, one might say that utilising both the 

representational power of AI algorithms and the explanatory power of traditional 

statistical models provides us better and more flexible ways to look at survival data. The 

hybrid model is the greatest choice for future research that needs to swiftly and properly 

figure out the risk of lung cancer or other complicated medical conditions. The hybrid 

model's risk constraint results demonstrate that a variety of clinical and demographic 

factors affect the risk level of lung cancer patients. These factors include the patient's age, 

gender, smoking status, and kind of medication. People in Stage IV were more at risk, 

especially if they weren't getting immunotherapy or radiation treatment. This shows how 

bad it is for individuals if they don't get help as their illness becomes worse. On the other 

hand, immunotherapy and radiation greatly lowered the risk. Younger people who didn't 

smoke were also less likely to become sick. We may claim that the hybrid model is a good 

way to figure out the risk and which therapies should be taken first. 

Recommendations 

This paper says that one should use a hybrid model which combines Cox 

proportional hazards regression with a supervised self-learning algorithm. This is because 

it is better at revealing the complex and non-linear relationships among risk factors and 

lung cancer risk, and predicting what might occur. It also says self-learning algorithms 

should be more widely employed in medical analytics – particularly when there are large 

amounts of unclassified data. And this is in part because they can discover these hidden 

patterns and create these amazing representations without ever showing it to anybody. 

The findings of the study demonstrate the significance of integrating traditional statistical 

models and AI technologies since such an approach would allow the construction of 
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analytical tools that are capable of coping with the fluctuations which occur within the 

clinical datasets more efficiently. To make sure that the models. 
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